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Design of a ZigBee-based intelligent
household electricity monitoring and
control information system

XUEQIN Lu', YINYAN L1, YAN TANG'

Abstract. A ZigBee-Based Intelligent Household Electricity Monitoring and Control Infor-
mation System (ZBEMCIS) is proposed. The system is composed of hardware and software. The
hardware consists of sensors, a ZigBee-based gateway, and a client, while the system software is
divided into three layers: the data service layer, the logic layer and the user layer. The sensors col-
lect the data from electric equipment and household environment. Through the ZigBee-based home
gateway with routing and external network, the data reach the client, which makes all kinds of home
appliances connected into an intelligent system. While the software householders can realize mon-
itoring and metering management of household electrical appliances through browsers, meanwhile,
the system can automatically report to users the abnormality warnings by various communication
modes. The ZBEMCIS can easily monitor electricity usage with a high level of accuracy, therefore,
it can be used for electricity monitoring and controlling for household applications, and also it may
make intelligent home appliances more diversified.

Key words. ZigBee, household electricity, monitoring and control, information system..

1. Introduction

With the emergence of innovative technologies, living standards and quality of
life have reached an all-time high. A significant part of the modern lifestyle is
intertwined with the usage of electronic and electrical devices. In traditional way, if
users want to know the household electricity information, they can acquire only the
total amount of electricity by bills, internet or telephone, rather than the usage of
each electrical terminal. And users have no idea of how to monitor the usage of the
terminals and to optimize the electrical consumption performances, not to mention
the intelligent household electricity. On the other hand, if there is something wrong
with some terminal, or users forget turning off the lamp, or the gas is leaking out,
given these conditions, the users cannot get in time.

IDepartment of Electronic Commerce, Ningbo Dahongying University, Ningbo City, 315100,
China

http://journal.it.cas.cz



2 XUEQIN LU, YINYAN LI, YAN TANG

With advancement in wireless technologies and through the implementation of
distributed sensor networks, intelligent residential systems are concerned more and
more. By eliminating the need to run wires in an existing facility, wireless technolo-
gies can help reduce the cost of construction in “intelligent” household electricity.
Due to their small footprints, wireless nodes can easily be mounted without inter-
ruption of current usage and without inconveniencing householders for renovations
and changes. Another benefit of wireless technologies that makes them appropriate
for residential use is their low energy consumption, because they can be powered by
batteries with long service lives.

In order to monitor and control household electrical terminals more effectively,
and safeguard in the household, we propose to design this ZigBee-based system
combined with wireless sensor nodes to meet the need.

2. System architecture

The ZBEMCIS consists of a ZigBee-based gateway, a client, and sensors. The
sensors monitor and control the electricity usage of the electrical terminals and
transmit data to the gateway. The gateway’s purpose is to connect sensor nodes
to an existing home network. The client accept the datum and storage them into
database. Users can access the status of electrical terminals by computer or smart
phone.

2.1. System hardware architecture

System hardware architecture consists of sensor nodes and a ZigBee-bases gate-
way, which is the basis of ZBEMCIS. The sensor nodes are divided into electricity
measure nodes and environmental monitoring nodes. The measure nodes are based
on CC2530 chip with its development kits and can do the following things:

1. Measurement of power parameters, such as the voltage, current, and power of
the outlet.

2. Control of the power output of the outlet.
3. Security protection.
4. Transmission of information from each node to the client through ZigBee.

The sensor node is shown in Fig. 2.

The environmental monitoring nodes are mainly used to monitor the home envi-
ronment information, including temperature, humidity, smoke concentration and gas
concentration. Their principle function is to collect the environmental parameters
in real time, and get the actual environment parameters by comparison with the
reference parameters. When the parameters of the acquisition exceed the threshold
range, the alarm signal can be inspired.

The ZigBee-based gateway (its architecture being depicted in Fig. 3) is to encode
and process the data from the nodes in accordance with certain rules of encoding
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DC power
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v 3.3V !
Power ]
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Control PWM
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Fig. 1. Block diagram of sensor node

and processing, and then transmit the data through the RF communication module,
which is connected with the home network to the client. When it receives instruction
from the users, it can decode in the same way.

Application+

ZigBee Protocol Stack+ Task Management+

UCOS- Il RTOS(real-time operating system ) +

Receiving and + ARMO+ Memory+

Dispatching + Module+

Module+ Processor+

Display Module+ | Ethemet
Network+

Fig. 2. ZigBee-based gateway architecture

As a part of data exchange, the ZigBee-based gateway will transmit the data
from the home environment to the back-end computer network, which realizes the
data acquisition of wireless sensor nodes; through the computer network, the client
receives the data, and can store, manage and control the data.
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2.2. System software architecture

According to the modular design principle, the system software is divided into
three layers: the data service layer, the logic layer and the user layer. The data
service layer stores the data from the nodes to the database; the logic processing
layer provides a series of data processing interface to merge, eliminate redundancy
and do other operation according to the requirements of the system; the user layer
interact directly with users, so it accepts the user’s request and reports to users if
there is any exception.

2.2.1. The data service layer. ZBEMCIS uses relational database MySQL to
storage the data. The table structure is shown in Fig. 4.

Terminals information+

D varchar (30) <PK=>+
Name  varchar (30)¢
Default  varchar (30)¢
Position  varchar (40)+
Buymg time  Date+’

Electricity information+

System information+

Tme Data <PK>+ / D _ \'ar_d:.at (30) <PK=¢
Ammeter ID  varchar (30)¢ Measuring time Date<PK>+
Usemame  varchar (30)¢ Amount  varchar(30)¢
Price  double float «

‘Warning information«

[y

D varchar(30) <PK>+
category  varchar(40)+

Total amount  varchar(30)« last-ttme  Dated
Month-amount varchar (30)+ identity Boolean +
Threshold varchar (30)+ Envirement information+

surpluse  varchar(30)+

NodeID wvarchar (30) <PK>+
Monitormg time Date<PK>+
Positon varchar(40)+
Information varchar (40) «

User information+

ID  wvarchar (30) <PK>+
Usemame Date<PK>+
Password warchar (40)
Regis-time Date+
User-level  varchar (30)+

Fig. 3. Database table structures
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The database of the system contains six tables used to store all data, and carry out
a unified numbering system for the user’s meter, electricity terminals, environmental
monitoring position and user information. And the unified numbering system is used
as the unique identifier to connect each entity.

In order to make the system high cohesion, low coupling characteristics, and
easy to operate, we design to integrate Hibernate framework in the system because
Hibernate is closed to JDBC, which makes Java programmer use Access Object DAO
to operate the database. The system also has a unified interface to access database,
so that the database can be realized and hide concrete realization.

2.2.2. Logic layer. The logic layer provides data access interface for the system,

which is divided into four business sub modules: the business interface module, the
business processing module, the data interface module and the data buffer module,

shown in Fig. 5.

ﬂ The logic layer

business processing module business interface module

electricity measurin, |
| ¥ € '«—p| Event transfer event management

E |electricity-price query | | 5
| | [

household security l

_______________________

) _ e | data buffermodule |

abnormity warning i E i
,’.'.'.".'.'.'.".":::_':::_':::::::::::::-----------.' 5 data analysis !

| data interface module 5 i 4 i

:1: = data query | E |
ta i H i |
service | i | ; !
! b5 | data ulati i

layer CZQ: query result »| data query ! | Fncapswauon :

Fig. 4. Logic layer

When the program starts running, the status of each sensor is obtained, which
includes the voltage, electricity of the household terminals, the indoor and outdoor
environment, the smoke and gas concentration, and then determines whether these
conditions are abnormal. If they are, the system will write the relevant information
into the database. Otherwise, through the Internet, the system can connect to power
network of administration of power supply to get the price. The program can count
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the electric charge for users.

2.2.3. User layer. The system uses B/S framework, combining the PHP lan-

guage and the CSS to develop the user layer. In order to ensure the system has a
good response mechanism, the Ajax technology is used in the process of implemen-
tation.

3. System functions

The main functions of the system are as follows:

1.

Checking usage of the power of the electric terminals in real time, and realize
the unified control and management of all household appliances in the home.

. Change of the parameters of the household terminals through the browser,

thereby remotely controlling the switch of the terminals.

Automatic generation of electricity bills containing all of the equipment used,
including the total number of electricity, the power consumption of the device.

Setting the power and energy consumption threshold for each household ter-
minal, when the terminal is used or the total energy consumption exceeds the
set default threshold, by sending e-mail to remind, users can decide whether
or not to remotely close the power equipment.

Monitoring of home environment information system real-time, automatic con-
trol of indoor temperature and humidity information.

The smoke and gas detection sensors can monitor the indoor gas concentration,
if abnormal events occur, there will be timely warning.

4. Conclusions

ZigBee has become a more and more important application of the Internet of
Things (IoT) technology in intelligent household. In this paper, the authors propose
a cost-effective ZBEMCIS, which can monitor and control the household electricity
terminals, and the users can easily access the status and information from sensor
nodes, which has a very important role in realizing savings in electricity consumption,
monitoring, overload managing and remote control. And also it may make intelligent
home appliances more diversified.
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Vibration analysis of a shaft-bladed
system by using solid models'

CHUNLONG ZHENG?, XUESHI YAOQ??

Abstract. To study the vibration characteristics of a rotating shaft-bladed system, the
spin softening effect of finite element method (FEM) was incorporated with prestress effect to
analyze the shaking, swing, torsion and their coupled vibration. The mathematical formula was
derived from the Coriolis effects and gyroscopic inertia. The study shows that the centrifugal
force exerts influence on the different order vibration frequencies. The effect of the spin softening
has significant influence on the first order swing vibration frequency of the blades, but has little
influence on the shaking and torsion vibration frequencies. With the variation of rotating velocity,
the coupled vibration among shaking, swing and torsion could happen because their vibration
frequencies change with the different magnitude of the increase. The coupled vibration is more
destructive. The shaft’s bending vibration split into forward whirl and backward whirl modes and
the torsional vibration frequency does not change with the increase of the speed. The accuracy
of the solid model and the solution techniques have been demonstrated by comparison with beam
model results of a commercial software. The results further show the complexity of the dynamic
characteristics of the shaft-bladed system. The work is helpful to improve the dynamic stability of
the shaft-bladed system.

Key words. Shaft-bladed system, Coriolis effect, spin softening, swing vibration, coupled
vibration..

1. Introduction

Resonant vibrations of a rotating shaft-bladed system can occur in many engi-
neering structures such as aircraft propellers, helicopter and wind turbine rotors. To

IThe authors are in debt to professors J. Chen and L. Q. Chen, Drs. T. Jia and W. H. Huang for
their fruitful discussions. The work was supported by the Natural Science Foundation of China
under Grant No. 11172181, the Natural Science Foundation of Guangdong Province of China under
Grant No. 10151200501000008, the Educational Foundation of Scientific and Technical Innovation
of Guangdong Province of China under Grant No. 2013KJCXO0167, and the Scientific Research
Foundation of Key Discipline of Guangdong Province of China.

28chool of Physics and Electromechanical Engineering, Shaoguan University, Shaoguan 512005,
China

3College of Mechanical and Electrical Engineering, Guangdong Baiyun University,Baiyun
510450, China

http://journal.it.cas.cz
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design the system, we must think of undergoing both global motion and longitudinal
deformation. The coupling between the stress stiffness and deformation makes the
dynamic characteristics of the system more complex, showing a strong nonlinearity.
Due to the rotating speed over the critical speed, the system could have a destructive
and non-synchronous whirl components because of the effects of Coriolis, variable
load and deformation. Strong vibration will cause the accident, and bring about
huge economic losses. In order to meet the engineering requirements, it is in an
urgent need to improve the design level and optimize the shaft-bladed system.
Research on rotor dynamics is continually and steadily expanded in recent years.
The coupled nonlinear equation which takes into account the stiffening effect is de-
rived by applying the Lagrange equation for the moving beam, and based on the
Newmark direct integration method and the Newton-Raphson iteration method, the
computational procedures of the numerical method for solving the nonlinear equa-
tion are given [1].The influence of the curving and twisting of an elongated blade on
its vibrations during complex rotation is studied, and it is shown that these geomet-
rical factors may cause additional resonant vibrations [2].The blades are modeled as
discrete multi-degree-of-freedom systems using the finite element software code AN-
SYS, and ANSYS is used to obtain the stiffness matrices of the blades, allowing the
free vibration characteristics of the rotating blades to be determined by analytical
formulation [3].The cylindrical rotor modes are not influenced by gyroscopic effects
and remain at a fairly constant frequency versus rotor speed. Conversely, conical ro-
tor modes are indeed influenced and caused to split into forward and backward whirl
components that respectively increase and decrease in frequency with increased rotor
speed [4]. Using solid models for the rotor dynamic analysis, the backward whirl is
dominated by spin softening effect compared to the forward whirl frequencies where
the stress stiffening plays a significant role [5-7].The study results on rotor dynamics
provide a necessary foundation for further study on the shaft-bladed system [8-9].

2. Dynamic equation
2.1. Dynamic equation of beam in rotating reference frame

Using the rotating beam model to simulate a blade, the dynamic equation [8] is
[M] iy} + [Ceor] {itr} + {[Ke]® + [Ko]” + [K]"} {ur} = {F} . (1)

Here, [M] is the mass matrix, [Ceo,| denotes the Coriolis matrix, [K.| stands
for the axial-lateral stiffness matrix of Euler-Bernoulli beam element model, [K,]°
represents the stiffness matrix of the centrifugal load corresponding to the angular
velocity, [K]® is the spin softening stiffness matrix and F represents the load vector.
Finally, symbol u, stands for the vector of displacements.

The Coriolis matrix [Ceoy| is given by the formula

[Coor] =2 / PN [ N] do, @)

v
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where [N] is the shape function matrix,

(Cuor) =2 [ IN" (N dv. 3)
Here
0 —w, Wy
—wy W 0

where w, = wy, = 0 and w, = ¥ is the rotating angular velocity p is the density and
v is the volume of element. Finally,

In our case . . I
0w w 0 3
0 0 &% 0 0
_ 0 & 0 0
[Ceor] = antisym 0 1—07 ﬁ ' (5)
0 O
0
Further,
A 0 0 —-A 0 0
r 6 121 61
: 4lI 0 bi 2lI
[Ke]e = A Ol 0 ? (6)
sym wo-T
41
0 0 0 0 0 0
2u  6ul 0 —72u  6ul
. FEA sal? 0 —6al —2ul?
sym 2u  —6ul
8al?

where [ is the beam element length and @ = uy — u;. The spin softening stiffness
matrix is:

[K]° = =% (M) + ML) (8)

where

140 0 0O 7 0 0
156 221 0 54 -—13I

e pAl 4% 0 131 =312
sym 156 —22]

412
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and
0 0 0 O 0 0
6 1 _6 1
I
7 2% 2
[Mr]esz 15 8 010 dso _ (10)
6 1
sym 2 -
5 o
15

2.2. Dynamic equation of beam in stationary reference
frame

Using the rotating beam model to simulate a shaft, the dynamic equation is

{IM]¢ + [M],} i+ [Glu+ [K|ecu = F'. (11)

Here, u™ = [v;,w;, 0iy, 0;z,vj,w;,05y,0;.], [G] is the gyroscopic matrix, [K]e is
the elastic stiffness matrix and {u},{u},{id} are the displacement, velocity and

acceleration vectors, respectively. The matrix [G] may be expressed as

[ N0
0 N
! ! 0 Na
!
Gl=2 [ ol N ] (V] de=2 [ pr| N3 0
0 0 Ny 0
0 N
0 N
| Vi 0
N0 1"
0 N
. 0 N}
0 —¢ N; 0 _
'[¢ 0 ] Ny oo | 4
0 N
0 N
A/
r I I I 7
0 512 100 0 0 _5% 10l 0
0 - SL 0 0 L
101 512 1?[
0 2 L 0 —=
15 101 I 7 6‘)0
= 2l 00 (12)
0 512 101 0
antisym 0 %5
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Symbols My, M, denote the translational and rotational inertial mass matrices
and 1) is the angular velocity and I = I, = I, is the bending moment of inertia. The
one-dimensional beam models require good modeling techniques to approximate the
three dimensional shaft. The effects of stress stiffening and spin softening are not
included in the beam models as there is no cross-sectional dimension in the analysis.
It is difficult to accurately obtain the calculation results in the rotor dynamics beam
model.

2.3. Dynamic equations of solid in rotating reference frame

Using the solid model in rotating reference frame to simulate a blade, the dynamic
equation is

[M] {iig} +{[C] + [Coonl} i} + { (K] + (o] = 6 [M] } {ur} = {F} . (13)

Here [M] is the global mass matrix, [C] is the global damping matrix, [K] denotes
the global stiffness matrix, [K,] stands for the global prestress stiffening matrix and
—22[M] = —q)? [M] is the stiffness matrix corresponding to the spin softening.

Matrix [K,] can be expressed as

S 0 O
[[Ka] - 0 SO 0 ) (14)
0 0 Sy

R ACARCRICARTRREA B P A (19

Ozz Oyz Oz

and
ONy 9N . ONs
) ) )
Sl=| S GE o S| (16)
81\%1 6132 . 8]%/8
0z Oz 0z

2.4. Dynamics equation of solid in stationary reference
frame

Using the solid model in stationary reference frame to simulate a shaft, the dy-
namic equation is

[M] {ii} +{[C] + (G} (i} + { [K] + [Ko] = 02 [M] } {u} = (F) . (17)

The rotating shaft-bladed system to be modeled must be axisymmetric and the
gyroscopic matrix generated is valid only for the linear analysis. The centrifugal ef-
fects of distributed shafts and mounted blades are included. Stress stiffening and spin
softening are included, which have significant effect on the critical speeds and unbal-
ance response. The rotor dynamics analysis can now predict the whirl amplitudes
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more accurately, rather than just estimating the critical speeds and unstable regimes,
thus improving the design capabilities of the shaft-bladed system [6].By setting the
effects of gyroscopes, prestress and spin softening, formula (17) ({fg} = [Ggyr| {2}
being the gyroscopic moment) could correctly complete the dynamic analysis of the
rotating shaft-bladed system by using the solid model of Ansys version 10.0.

3. Numerical results
3.1. Illustrative example

A helicopter blade radius is 10m (along y axis), its width is 0.23m. The blade
cross-sectional area does not change along the radius. Based on a single blade as an
example, its cross-sectional model is depicted in Fig. 1 and particular points have
the following coordinates:

1: (0,0,—0.14), 2: (0,0,0.06), 3: (0.0133,0,0.09),
4: (0.03,0,0.05), 5: (0.0167,0,—0.04).

Fig. 1. Model of blade

The shaft length is 2.5m with its outer diameter 0.06 m and inner diameter
0.04m. The disk is placed in the axial direction of 1.74m from the rotating blade
center, of the disk thickness 0.08 m and diameter 0.4m. The four blades are far
from the disk, mounted on the outside of the bearing. Bearings of length 0.1 m
are located on the center of shaft 0.1 m and 2.5m. The actual shaft-bladed sys-
tem is connected into a whole solid by the four blades and a shaft. The material
performance parameter is

E=1426-10°Pa, u=0.28, p=1950kgm .
3.2. Calculation results

On the platform of Ansys 10.0, the blade is discretized by a mesh with 6362
nodes and 6478 solid46 elements. Based on different rotating speed, the vibration
model of the blades is calculated in the shaft-bladed system. The Campbell diagram
is given in Fig, 2, and the first swing vibration model as shown in Fig. 3. The
results show that the centrifugal force exerts influence on the different order vibration



frequencies. Spin softening has great influence on the first swing frequency, but only
a little influence on shaking and torsion vibration frequencies. With the variation
of rotating velocity, the coupled vibration among shaking, swing and torsion can
occur because their vibration frequencies change with the different magnitude of the
increase. The coupled vibration is more destructive. The accuracy of the solid model
and the solution techniques have been demonstrated by comparison with the beam

element model.

frequency (Hz)

The shaft’s Campbell diagram in the shaft-bladed system is given in Fig. 4. The
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vibration modes are compared between the solid and beam models. The bending
vibration split into forward whirl mode and backward whirl mode.The bending vi-
bration modes are related with the shaft structure. The torsional vibration frequency
does not change with the increasing speed. The beam model of the shaft does not
take account the stress stiffness and spin softening effects that play an important role
in the solid model. The solid model rotor dynamics provides an accurate solution
for such problems.

61.6
solid model bean model
46.2 N
3 N
— . — A -
= f———r=— s — Y= =
5308
Q
:? solid model bean model
15.4 =T = 5 —_——
\ Lst torsion
0
0 41.88 83.76

spin velocity (rad/s)

Fig. 4. Vibration model of shaft

The shaking, swing, torsion and their coupled vibration of the shaft-bladed sys-
tem are calculated by solid and beam modes. The calculation shows that the spin
softening has great influence on the first swing frequencies of the blades, but only
a little influence on shaking and torsion vibration frequencies. The shaft bending
vibration split into forward whirl mode and backward whirl mode and the torsional
vibration frequency does not change with the increase of speed. The bending vi-
bration models are related to the shaft structure. With the variation of rotating
velocity, the coupled vibration between the blades and shaft can be induced easily.

A solid model shaft is used here, where centrifugal effects can play significant
role in stress stiffening and spin softening effects, which are not considered in beam
models. A specific advantage of the solid model lies in the fact that the whole model
of the shaft-bladed system can be accounted in one analysis, which is impractical
in beam models. Solid model rotor dynamics provides an accurate solution for such
problems. The work lays a basic foundation for improving the dynamic stability of
the shaft-bladed system.
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4. Conclusion

Shaking, swing, torsion and coupled vibration of the shaft-bladed system are
calculated by solid and beam modes. Calculation shows that the spin softening has
great influence on the first swing frequencies of the blades, but has only a little
influence on shaking and torsion vibration frequencies. The shaft bending vibration
splits into forward whirl and backward whirl modes and torsional vibration frequency
does not change with the increase of the speed. The bending vibration models are
related to the shaft structure. With the variation of rotating velocity, the coupled
vibration between the blades and shaft can be induced easily.

Solid model shaft is used here, where centrifugal effects can play significant role
in stress stiffening and spin softening effects, which are not considered in the beam
models. A specific advantage of the solid model lies in the fact that the whole model
of the shaft-bladed system can be calculated in one analysis, which is impractical in
the beam models. Solid model rotor dynamics provides an accurate solution for such
problems. The work lays a basic foundation for improving the dynamic stability of
the shaft-bladed system.
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Thermal oxidation kinetics analysis of

ferrous sulfide under different heating
rates’

MAN YANG?, XIANFENG CHEN?, YUJIE WANG?,
XIAOGUANG YUE®

Abstract. Ferrous sulfide (FeS) samples of the same mass were investigated by STA449F3
simultaneous thermal analyzer in order to analyze their thermal oxidation kinetics parameters. The
reaction processes at different heating rates of 5°C/min, 10°C/min and 15°C/min in air from
30°C to 900°C were comprehensively studied by thermogravimetry (TG), differential scanning
calorimetry (DSC) and derivative thermogravimetry (DTG) methods. FeS kinetics parameters and
reaction mechanism function were obtained with the combination of Satava-Sestak equation and
Flynn—Wal-Ozawa (FWO) method. The results show that heating rates have significant effects
on the characteristic temperatures of samples. With increase of heating rates, the characteristic
temperatures of FeS samples gradually raise; the secondary reaction model acquired by the Satava—
Sestak equation conforms to mechanism function; activation energy E obtained by FWO method
is 153.83kJ/mol, the pre-exponential factor A being 2.625 - 108.

Key words. Thermal oxidation kinetics, ferrous sulfide, mechanism function, characteristic
temperatures, activation energy, pre-exponential factor..

1. Introduction

In storage and transportation of crude oil, active sulfur and organic sulfur in
petroleum products together with the storage tank walls generate FeS. When FeS
reacts with oxygen under some conditions coincident with exothermic reaction, con-
tinuous accumulation of heat can lead to high temperatures, even fire and explosion
[1]. Meanwhile, oil tank fire and explosion seriously affect people’s physical security
and results in great losses in national economy [2-3].

Massive researches were made by many scholars for exploring the reasons of
these accidents and thermal analysis kinetics was applied in the study of FeS ther-
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mal spontaneous mechanism in recent years [4-8|. The kinetic triplets [9], including
activation energy A, pre-exponential factor F and mechanism function in differen-
tial form play an important role in evaluating energetic material stabilization in
exothermic decomposition reaction. The activation energy regarded as the index
of evaluating the spontaneous combustion tendency of FeS was usually calculated
by the FWO, Kissinger, Coats—Redfern or Friedman method, respectively. To ob-
tain the activation energy and mechanism function, the Iso-conversional method
and Satava—Sestak equation were jointly applied in some references [10-12]. The
activation energy and pre-exponential factor were acquired by the Iso-conversional
methods, then the most probable mechanism function f(a) was inferred by combi-
nation with the Malek method [13]. However, the above methods could only obtain
a part of the kinetic factors. Besides, according to our knowledge, there is no report
regarding the application of a method to acquire FeS kinetic triplets in an easy and
scalable way.

In this work, we report an easy way of obtaining activation energy, pre-exponential
factor and mechanism at the same time, which is with the combination of Satava—
Sestak equation and FWO method on the basis of TG, DSC and DTG analysis at
different heating rates.

2. Experimental section

FeS ore (>85.0% purity) was purchased from Tianjin Guangfu Fine Chemical
Co., Ltd. (Tianjin, China). Then it was dryed and dewatered in the electrothermal
drying oven, grinded and screened after constant weight was attained, and finally,
200-240 mesh FeS samples were selected.

STA449F3 simultaneous thermal analyzer, produced by NETZSCH Company in
Germany was purchased, where air was used as the purge gas with an air flow rate
of 30 ml/min during the whole experiment. The samples with mass of 5mg were
measured at the heating rates of 5, 10 and 15°C/min, respectively, from 30° to
900 °C.

Figures 1-3 shows the typical TG, DSC and DTG curves under different condi-
tions. Generally for FeS, weight loss and weight gain phenomenon appear obviously
with the increase of temperature from 30 °C to 300 °C. The initial weight loss could
be ascribed to the removal of absorbed water, and weight gain indicated the ab-
sorption of oxygen. FeS exhibited a constant increase from 300 °C to 600 °C, which
could be attributed to the weakening of physical absorption, slight beginning of
chemisorption. The steep decrease in the weight of FeS at around 600°C could
be attributed to drastic combustion and release of SO5. As shown in the Table 1,
FeS ignition temperatures were 594, 615 and 628 °C under the heating rates of 5,
10 and 15°C/min respectively. DSC curves (Fig. 1) had a small phase transforma-
tion absorption peak at around 140 °C. FeS had an obvious exothermic peak under
the different heating rates. The initial temperatures of exothermic peaks were 570,
589 and 603 °C (Table 1), the corresponding peak temperatures were 620, 643 and
665 °C (Table 1). As shown in Fig. 3, although an obvious weight loss peak was
presented under the different heating rates, the heating rates had less influence on
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DTG curve. The maximum weight loss rate had slight increase, and the correspond-
ing temperatures were 618, 646 and 665°C (Table 1). TG, DSC and DTG curves
all move to higher temperature direction with the increasing heating rate, which can
be ascribed to the heat delivered from crucible to sample resulting in differential
temperature between furnace and sample. Once temperature gradient occurred, the
differential temperatures were also increasing with the heating rates.

108} (@
104
—~ 100 |
S
9 L
96
921 | —=—5C/min
L | ——10°C/min
—a— 15°C/min
88 - 1 " 1 " | ' | " 1 "
0 200 400 600 800 1000
Temp (C)

Fig. 1. TG curves of FeS under different heating rates

3. Theoretical analysis

The methods of thermal kinetics analysis [14, 15] can be classified as the ap-
plication of thermal analysis techniques to study physical properties and chemical
reaction rates and mechanism in materials, and to obtain the reaction dynamics
parameters and mechanism functions. In order to determine the mechanism of solid
state reaction and corresponding dynamics parameters, the study can start from the
thermal kinetics equation.

FeS oxidation is a traditional gas-solid two-phase reaction, whose dynamics inte-
gration equation can be directly showed as follows

T
G(a)_g/o e BIRT qT (1)

where « is the conversion degree, (3 is the heating rate (K/min), F is the activation
energy (kJ/mol) A is the pre-exponential factor (K/s), G(«) is the integral expression
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Fig. 3. DTG curves of FeS under different heating rates

of FeS oxidation reaction kinetics model, T is the reaction temperature, and R is
the gas constant.
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Table 1. Mode functions of commonly used gas solid reaction mechanism

23

Reaction mech-
anism

Symbol

Integral form g(a)

Differential form f(c)

One-
dimensional
diffusion

D1

(2a)~"

Two-
dimensional
diffusion

D2

at+(1—a)ln(l —a)

[=In(1— oz)}_1

Three-
dimensional
diffusion

D3

[1—(1-a)l/3]?
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Four-
dimensional
diffusion
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3/{2[Q1—a)"1/3 -1]}
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and subsequent
growth
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Random  nu-
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3(1 — a) [~ In(1 — a)]?/®

Interface reac-
tion

Interface reac-
tion
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R2

1—(1—a)t/?

2(1 — a)l/?

Interface reac-
tion

R3

1—(1—a)l/3

3(1— a)2/3

First-order re-
action

F1

—In(1 — @)

11—«

Second  order

reaction

F2

(1—-a)"t-1

(1-a)?

By integral transform of equation (1), FWO equation can be written as follows:

AFE

E
lg s = [RG(O[)} 2.315 O.4567RT (2)
With different 8 and the same «, Ga is constant. Although FWO method is a
common method to obtain the activation energy, E is directly obtained avoiding the
problem of selecting suitable reaction mechanism functions, but the pre-exponential
factor and reaction mechanism functions cannot be obtained.
After transformation of equation (1), Satava—Sestak equation can be attained in
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the following form

ASES
Rp

Eq
= 3)

lgG(a) = { } —2.315 — 0.4567

where Ag is a pre-exponential factor (in K/s) and FEs is the activation energy
(kJ/mol). Both these quantities are obtained from the deformation of formula (2).

When g; is fixed, T;; and «;; are substituted into the expression (3), then k
equations can be expressed as follows

AJE,
Rj;

where ¢ = const and j = 1,2,..., k. As §; is fixed, then 1g(AsE;/(RS;) is a
constant, thus the equation (4) is a linear equation and the linear least square
method can be applied to solve these equations.

Substituting the mode functions (Table 1) into the equation (4) under different
heating rates, and plotting lg G(«) versus 1/T (see Figs. 4-6), one can obtain a
series of curves, in which the best linear correlation curve represents FeS reaction
mechanism.

1g G(ay;) = { } —2.315 — 0.4567REJ§ , (4)

ij

(@)

log (G(a))
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N
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1000/T (K)

Fig. 4. Plots of 1g G(c) versus 1000/T at heating rate 5°C/min: 1-D1, 2-D2,
3-D3, 4-D4, 5-A2, 6-A3, 7-R1, 8-R2, 9-R3, 10-F1, 11-F2

Then the determined reaction function of FeS is substituted into the expres-
sion (2), and after plotting lg G(«) versus 1/T, a curve can be obtained, and the
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Fig. 5. Plots of 1g G(c) versus 1000/T at heating rate 10 °C/min: 1-D1, 2-D2,
3-D3, 4-D4, 5-A2, 6-A3, 7-R1, 8-R2, 9-R3, 10-F1, 11-F2

corresponding activation energy and pre-exponential factor of FeS with different
conversion degrees can be calculated by slope intercept form.

Table 2. Correlation coefficients of various mechanism functions with temperature rate

Temperature rate (K/min) 5 10 15
D1 —0.9747 —0.95689 | —0.96279
D2 —0.98335 | —0.96838 | —0.97347
D3 —0.99166 | —0.98032 | —0.98433
D4 —0.98657 | —0.97285 | —0.97757
A2 —0.99678 | —0.98885 | —0.99184
A3 —0.99678 | —0.98885 | —0.99184
R1 —0.9747 —0.95689 | —0.96279
R2 —0.98818 | —0.97516 | —0.97967
R3 —0.99166 | —0.98032 | —0.98433
F1 —0.99678 | —0.98885 | —0.99184
F2 —0.99791 —0.999 46 —0.999 54

Table 2 shows results of different kinds of functions substituted into equation
(4) under different heating rates (5, 10 and 15°C/min). It can be found that F2
mode has the best correlation, which can be taken as reaction mechanism function
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Fig. 6. Plots of g G(a) versus 1000/T at heating rate 15°C/min: 1-D1, 2-D2,
3-D3, 4-D4, 5-A2, 6-A3, 7-R1, 8-R2, 9-R3, 10-F1, 11-F2

in the corresponding temperature interval. In other words, G(a) = (1 — a)7!,
f(a) = (1 —a)? represents the second order reaction. Besides, Egs = 167.46 kJ /mol,
Eq0 = 158.52kJ/mol and Eg5 = 139.11kJ/mol.

Then substituting F2 mode into the expression (2), kinetic parameters can be
obtained by the same conversion degree. The average conversion degree of each

kinetic parameter is shown in Table 3, where the apparent activation energy Ey =
153.83kJ/mol and 1g A = 8.42.

Table 3. Kinetic parameters of FeS conversion degree rate

o E (kJ/mol) A (K/s) R2 (—)
0.1 173.0719209 | 552981875.2 0.998 97
0.2 169.6926176 | 586904 014.2 0.99973
0.3 164.8056167 | 423117732.1 0.99943
0.4 159.1336373 | 264 105090.2 0.999 98
0.5 155.5702864 | 212791055.6 0.99501
0.6 150.9605402 | 150989879.3 0.998 22
0.7 143.791057 8 79637006.5 0.999 99
0.8 138.437293 3 59113532.42 | 0.99927
0.9 128.998 254 5 32468236.13 | 0.99927

average | 153.829 025 262456 491.3
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Finally
Ey — E,
‘OE“ =0.00957 < 0.1, (5)
0
Ey — E,
‘ 0 = 11 =0.03049 < 0.1, (6)
0
Eo — B,
‘OE“’ = 0.0886 < 0.1. (7)
0

According the above criterion, the results of expressions (5), (6) and (7) are
smaller than 0.1, thus FeS thermo-oxidation is in accordance with the secondary
reaction model (F2): integral form G(a) = (1 — o)1, the corresponding activation
energy F is 153.83kJ/mol, and the pre-exponential factor is A = 2.625 x 102,

4. Conclusion

e According to the TG, DSC and DTG curves, the heating rates have significant
effects on the peak temperatures of samples. Under the heating rate of 5,
10 and 15°C/min, respectively, FeS ignition temperatures were 594, 615 and
628 °C, the initial temperatures of exothermic peak were 570, 589 and 603 °C,
the corresponding peak temperatures were 620, 643 and 665°C, the corre-
sponding temperatures of the maximum weight loss rate were 618, 646 and
665 °C. The results show that the characteristic temperatures of FeS samples
will gradually raise with the increase of heating rate.

e FeS dynamic parameters and reaction mechanism functions of thermo-oxidation
were solved with combination of Satava—Sestak method and FWO method. FeS
thermo-oxidation determined by Satava—Sestak equation is in accordance with
the secondary reaction model (F2): integral form G(a) = (1—a)~!, activation
energy E of FeS thermo-oxidation obtained by FWO method is 153.83kJ/mol
and the pre-exponential factor A = 2.625 x 102,
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Study on influence of the NO,
emissions characteristics entering the
steady point in different initial catalyst

temperature

B1 SHIYING!

Abstract. A bench test was carried out in order to study the influence of the emissions
characteristics of NOx entering the steady point in different initial catalyst temperatures. The
results showed that firstly the NOx emissions gradually reduced, then started rising when reduced
to about 10 ppm, and finally tended to be stable. The temperature of entering the point was lower,
the time when NOy reaches the equilibrium state was longer. The ammonia nitrogen ratio was
higher, the minimum value NOx that could be achieved was lower, the ammonia storage cushioning
effect for NOx was stronger, and the time in which emissions achieved steady state was also longer.

Key words. Diesel engine, nitrogen oxides, elective catalytic reduction, ammonia.

1. Introduction

At present, Phase IV Emission Standard has been fully implemented in emissions
requirements of China’s heavy-duty automotive diesel engine. SCR (Selective Cat-
alytic Reduction) technology which uses urea as a reducing agent has been widely
used because of its advantages such as improved fuel consumption by optimized in-
cylinder combustion and strong anti-sulfur poisoning, etc., which plays an important
role in alleviating air pollution caused by diesel exhaust. SCR upstream tempera-
ture has a direct impact on catalyst performance. During the test, presence of hot
car stability time inconsistency, piping layout as well as original machine status will
result in SCR upstream temperature difference in steady state cycle, thereby affect-
ing NO, emission results. In this paper, through A100 operating point of upstream
temperature of different catalysts to be switched to steady circulation, effect of ini-
tial temperature of different catalysts on NOy emissions and ammonia leakage of the
steady-state operating point is studied.

The main technical parameters of the diesel engine are listed in Table 1.
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Table 1. Main technical parameters of diesel engine

Parameter Unit Value
Rated power kW 110
Rated speed r/min 2300
Maximum torque N-m 550
Maximum no-load stabilized speed r/min 2650
Minimum no-load stabilized speed r/min 650

2. SCR reaction
2.1. SCR reaction fundamentals

Basic operating principle of SCR system consists of several steps. First, exhaust
enters exhaust pipe after flowing out of supercharger turbo. Meanwhile, urea in-
jection unit installed in SCR, system upstream sprays quantitative aqueous solution
of urea into exhaust pipe in the form of mist. Urea solution drop has hydrolysis
and pyrolysis reactions under the role of high temperature exhaust gas, generating
required reducing agent NHs which selectively restores NO, to nitrogen Ny under
catalyst. The main reaction is as follows:

Urea formula is (NH3)2CO. This agent is decomposed into NH3 and COs at high
temperature, after adding HoO. This reaction can be completed without catalysis
conditions:

Ammonia NH3 in SCR catalyst reacts with NO and NOs in exhaust gas, gener-
ating Ny and HyO [1-3]

4NHj3 + 2NO + 2NO5 — 4N5 + 6H,0 (3)
and
4NHj3 4 2NO3 4+ O3 — 3Ns 4+ 6H50. (4)

2.2. Ammonia storage capacity

Adjust fixed point hot car to idling after stabilization, then cool catalyst temper-
ature, so that inlet temperature begins to decrease. When inlet temperature reaches
400 °C, 350 °C, 300 °C, 250 °C, 200 °C, respectively, rapidly switch to A100 operat-
ing point, open urea switch and record each parameter variation of NO,, NH3, SCR
second by second. The relevant parameters of A100 operating point under steady
state are shown in Table 2.

As can be seen from Fig. 1, as the temperature rises, ammonia storage capacity
of the catalyst continues to decrease. When the temperature reaches 450 °C, there
is almost no ammonia storage capacity.
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Fig. 1. Ammonia storage amount of catalyst obtained in sample test

3. Bench test system

A 4] diesel engine was chosen for bench test. The main parameters of diesel
engine are shown in Table 1, and test bench system layout is shown in Fig. 2.

measurement and
control system

‘ Urea tank ’—»{ Urea pump ‘

|
Urea nozzle
- N

Fig. 2. Bench test system

NH; analyzer Gas analyzer

Table 2. Parameters of A100 operating point under steady state

Parameters Unit Value
Rotate speed r/min 1417
Torque N-m 536
Power kW 79.7
Airspeed h—1! 27000
Set ammonia nitrogen ratio | - 0. 83
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4. Test results and analysis

When initial temperature was lowered to 250 °C, NO,, NHz and SCR inlet
temperature variations with time are shown in Fig. 3. NO, and NHj3 emission results
at different initial temperatures are shown in Figs. 4 and 5.
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Fig. 3. NOx, NH3 and SCR upstream temperature variations vs. time

As can be seen in Fig. 3, after start of urea injection, NO, first decreases, then
begins to rise after reaching a low point, to be gradually stabilized after a period
of time; ammonia leakage first gradually increases, and begins to decrease after a
peak to be stabilized after a period of time. This is because in initial injection,
temperature of catalyst inside SCR is low, catalyst activity is weak while ammonia
storage capacity is strong, catalyst saturated ammonia storage capacity is large, then
a large amount of NHj is adsorbed on active catalyst sites [4]. As the temperature
increases, catalyst activity gradually improves, with NOy conversion efficiency con-
stantly improved and NO emissions decreased. Since the temperature rises rapidly,
when NHj is massively released at low temperature, it reacts with NOy, so NOy
emissions decreases rapidly. When released NH3 cannot be completely consumed,
ammonia leakage is caused. As the temperature continues to rise, catalyst activity

continues to improve, ammonia storage capacity gradually weakens, with increas-
ingly less storage of NH3. NOy rises slowly, and when the time reaches about 400s,
NOy emission is stabilized.

Define that NOy concentration corresponding to maximum theoretical conversion
efficiency is A, then
A=Ay— A . (5)

Here, Ay represents the original machine NO, emission concentration at oper-
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ating point, A; represents theoretically consumed NO, volume concentration at
ammonia injection complete reaction at the operating point(NHz and NOy are cal-
culated in 1: 1 ratio). According to calculation of actual urea injection quantity and
mass of exhaust gas, NOy concentration corresponding to point A is 107 ppm. As
can be seen in Fig. 3, at about 230s, NO4 concentration reaches 107 ppm, indicating
that ammonia stored at low temperature before the time is involved in the reaction,
but the time can be approximately considered as the moment when ammonia storage
is almost exhausted.
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Fig. 4. NOx volume concentration variation under different initial temperatures
vs. time

As can be seen from Fig. 4 and Fig. 5, the lower is initial temperature at operating
point, the lower is minimum NOy value, the longer time is required to reach the
lowest point and the higher is ammonia leakage peak. This is because the lower
is temperature at the operating point, the stronger is catalyst ammonia storage
capacity, the longer is the storage time and the greater is ammonia storage amount.
As the temperature rises, more NH3 can be released, so minimum value of NOy
emissions is lower, corresponding leakage of ammonia will be higher, and the time
needed for increasing NO, to reach equilibrium will be longer.

As can be seen from Fig. 4, when the temperature is 200 °C, the time for NO,
emissions to reach the lowest point is longest, about 130s. Also, the time for am-
monia storage exhaust is longest, about 310s; at 400 °C, after circulation, the time
required for NOy to touch the bottom is the shortest, about 30s, indicating that
there is basically no ammonia storage at 400 °C,.

Each operating point emission result recorded by ESC cycle is the average of
measured values after the point runs 30s (what is shown is about 90-120s region).
As can be seen from Fig. 4, under the condition that urea injection amount is equal,
different cycle temperatures will lead to quite different collected NO, emission re-
sults. To ensure consistency of emission results, temperature into circulation should
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Fig. 5. NHs volume concentration variation under different initial temperatures
vs. time

be consistent as far as possible.

Figures 6 and 7 show over-time variation of NOy and NH3 volume concentration
corresponding to urea injection in accordance with different ammonia nitrogen ratios
under the same conditions after switched to A100 operating point. As shown in the
Figure, with increase of ammonia nitrogen ratio, minimum value that NOy can
achieve is lower, and NOy duration seen from the chart in lower emission region is
also longer. This is because the larger ammonia nitrogen ratio, the more ammonia
stored in low-temperature period after spray, the greater ammonia emissions with
increasing temperature, and the stronger NO, buffering effect. But when ammonia
nitrogen ratio reaches 1, NOy emission reaches the lowest value almost without
further rise. This is because urea injection at this time is large, and all the NOy can
be completely consumed in theory.

5. Conclusion

1. The lower temperature after starting driving cycle, the lower minimum value of
NOy that can be achieved, the longer time needed to reach the lowest point, the
longer time for exhaust of ammonia storage, and the higher ammonia leakage
peak. Therefore, to ensure consistency of the test results, stabilization of hot
car time and other measures should be taken to ensure consistency of each
time entering test cycle temperature.

2. The higher ammonia nitrogen ratio, the lower minimum value of NO, that can
be achieved, the stronger buffering effect of ammonia storage on NOy, and the
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Fig. 7. NHs volume concentration variation vs. time under different ammonia
nitrogen ratios

longer time for emission results to be stabilized. Therefore, when ammonia
nitrogen ratio is relatively high, operating point entry should be maintained
at a higher temperature to reduce NHz overflow.
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A comparative study of virtual power
plant operation optimization strategy'

ZEJING QIU?, JIE XIANG?, ZHAO SHUANG?, QIQI
QIAN?, CHUNXUE LI1?, MING ZENG®

Abstract. A strategy of a virtual power plant is proposed, consisting of a cogeneration system
and a solar power system. First, an optimization model is built based on day-ahead market and
real-time optimization. Then, different optimal operation strategies of real-time optimization and
reference situation are compared, which is illustrated with an examples.

Key words. Virtual power plant, operation optimization strategy, total operation cost,
imbalance error reduction.

1. Introduction

In recent years, the rapid development of world’s economy results in an increasing
demands on energy [1-2]. However, with increasingly serious energy shortage and
environmental issues, people started to realize that the economy development relied
on fossil fuels is unsustainable [3]. How to improve energy utilization efficiency and
develop renewable energy has becoming a problem urgently waiting to be solved in
the process of energy development [4]. Renewable energy power generation tech-
nology mainly includes wind power, photovoltaic power generation, biomass power,
tidal power, etc. In the existing renewable power generation technology, wind power
and photovoltaic power generation are the most mature and most widely used tech-
nologies. However, the output of renewable energy is uncontrollable, which exhibits
a great deal of volatility and uncertainty. And it will influence the safe and stable
operation of power grid in the process of grid connection, and this also becomes the

1 This work is supported in part by technology project of State Grid Corporation of China (title:
Key technology and operation mode of efficiency power plant with typical high energy consumption
customers’ research).

2Nari (Wuhan) Electrical Equipment & Engineering Efficiency Evaluation Center, Wuhan,
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3School of Economics and Management, North China Electric Power University, Beijing, 102206,
China
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obstacle in the way of large-scale renewable energy development [5-7].

In order to solve the above problem and increase the renewable energy genera-
tion, now we can use virtual power plant (VPP) combined by different distributed
generation technology to compensate the output volatility of renewable energy. The
output instability of renewable energy can be covered by other distributed genera-
tion system, thus the energy efficiency of the whole system will be improved, and we
can achieve the purpose of energy saving and emission reduction. Nowadays, there
exists no clear definition of VPP, and one of the typical concept follows: VPP is
an organic combination of traditional power plant, distributed power, controllable
load and energy storage system in a certain area, participated in the power grid as
a whole system through a control center management. The typical structure of a
VPP is shown in Fig. 1.

Control
center

A&

&7 ; Traditional
Solar power plant
system
N
Wind power
system

Fig. 1. Typical structure of VPP

The figure above typically contains tow networks, which are energy network and
information network. The solid line represents energy network, that consists of the
electricity transmission network, connected with the solar system, wind power plant
and traditional power plant. The dotted line represents the two-way communication
between the control center and other cells in VPP.

At present there is no large-scale application of virtual power plant, and the
relevant research is still in its infancy. There are many researches related to virtual
power plant, ranging from concept to the joint optimal operation. Ruiz et al. [§]
provide an optimization algorithm to manage a VPP composed of a large number
of customers with thermostatically controlled appliances. Masuta et al. [9] evaluate
the frequency and trend of outages and surpluses of power due to the forecast error
of PV power generation by numerical simulations conducted using the power system
model of Kanto area in Japan. Eto et al. [10] propose a method deciding a schedule
of node movement to cover the target agricultural field from plant to harvest by the
minimal number of nodes in order to reduce the node deployment cost. PandZi¢ et
al. [11] studied the operation optimization of a virtual power plant including wind
power generation, energy storage system and conventional power plants. El-Sayed
and Obara [12] propose a prediction algorithm based on a neural network (NN) to
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predict the electricity production from a solar cell. Also, Pandzi¢ et al. [13] consider
a weekly self-scheduling of a virtual power plant composed of intermittent renewable
sources, storage system and a conventional power plant. Ajabshifizadeh et al. [14]
consider the predictions of both the amplitude and timing of the next solar cycle
will assist in estimating the various consequences of Space Weather.

The structure of this paper is as follows: in section I we introduce the background
of virtual power plant, while in section II the optimization models are built up. In
section I1I, we use a case to verify the validity of the model. In section IV, the article
is summarized.

2. Material and methods
2.1. Formulation of the problem

Considering the uncertainty of renewable energy output, in order to simplify the
model. In this paper, we study the optimal operation of a virtual power plant consist-
ing of a cogeneration system and distributed solar power system. The cogeneration
system includes a generator, a waste heat utilization device and an auxiliary boiler,
which is used to meet the electricity and heat demands of the users and smooth the
solar output.

In order to study the optimal operation strategy of virtual power plant, we will
build models based on day-ahead and real-time scenarios, respectively.

2.2. Day-ahead optimization algorithm

The objective function of day-ahead optimization aims at the minimum of the
operation cost of the whole system, and may be written in the form

T

T
Man(C - S) = MII’IZ [(chHP + fcboiler) - (rsold + rcon)] ) (1)

t=1 t=1

where fcopp and fepojler represent the fuel costs of the CHP system and boiler,
respectively, rso1q represents the revenue from selling electricity to the grid, and r¢on
represents the saving electricity expense.

The relationship between the fuel consumption and electricity output of the CHP
system is given by the equation

!

Qonp =a- Y _B(t)- Eonp(t), (2)

in which « is the fuel consumption rate related to the type of equipment and op-
eration environment, S is the running state variable of the CHP system: g = 0
represents its shut down and g = 1 represents on.

In this paper, we assume that the thermal efficiency of boiler v is constant, thus,
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the fuel consumed by boiler can be calculated as

T
Zt:l Hboiler(t)

v-Q ’
where @ is the calorific value of natural gas.

Therefore, the total fuel cost of whole system can be obtained by the total fuel
cost multiplied with the fuel cost pgyel, i.€.

Qboiler = (3)

fecup + fevoiler = (Qomp + Qboiler) - Pruel - 4)

The total production of electricity Ecuyp consists of the part generated by CHP
system used to satisfy the users’ demand FE..,, and the excess part Fg,q that can
be sold to the grid,

ECHP = Econ + Esold . (5)

Therefore, the revenues can be obtained by adding the power usage multiplied
with corresponding price

Tsold + Tcon = Psold - Esold + Pcon * Econ . (6)

In the process of optimization, the system mainly has two aspects of constraints,
that is, operation constraints and technical constraints.

The operation constraints ensuring the heat demands of the users can always be
satisfied,

Dheat (t) = HCHP (t) + Hboiler(t) + Hstorage (t) 5 (7)

where Hopp and Hpoiler represent the heat generated by the CHP system and the
boiler, respectively. Symbol Hgorage is the heat obtained from the heat storage
device.

The status of the heat storage device is calculated on the condition that the
efficiency 7 is constant, and its value is 90% in this paper.

Hstorage (t) = antorage(t - 1) - Hstorage(t) : At, (8)

where At is the time interval.
The following technical constraints are used to ensure the safe and stable opera-
tion of devices,

0 < Hytorage < Hs  max » (9)
0 < Hpoiler < Hp_ max (10)
Henp  min < Honp(t) < Honp max s (11)
Ecup_ min < Ecup(t) < EcHP_ max - (12)
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2.3. Real-time optimization algorithm (Strategy 1)

The imbalance of the system mainly comes from the gap between the electric
forecast and actual outputs. In this paper, the imbalance of the VPP system is
composed from two parts. One of them is the solar output prediction error and the
other is the output error of CHP system due to the demand changes.

The optimization objective of Strategy 1 is to minimize the total imbalance error.
The economic problems are not considered here and the objective function is given
as

Min Z[Ereal(t) — Eforecast (t)]2 = Min Z[Eerror(t)]Q 5 (13)
t=1 t=1

where Ryea1 and Frorecast represent the actual and forecast power outputs of the VPP.

Although the objective functions are different, the operation and technology con-
straints are the same, so here we do not discuss the same constraints again. While
there still is a unique constraint, the predict power output of VPP has to be satisfied
by the actual power output and electricity F from auxiliary market

Eforecast (t) = Ereal(t) + E(t) . (14)
2.4. Real-time optimization algorithm (Strategy 2)

The optimization objective of Strategy 2 is to minimize the total operation cost
of the whole system, including the fuel cost of CHP system, boiler, and expense for
covering the imbalance error

T
Eerror = Min Z(fCCHP + fcboiler + Cerror) . (15)

t=1

As we can see from the equation above, when Ee.or > 0, the VPP system can
sell extra electricity and get revenues. In order to avoid opportunistic phenomenon,
we set a constraint that the total imbalance error cannot excess the imbalance error
caused by the solar instability, that is,

T

T
Z Eerror(t) S Z Eerror_PV (t) . (16)

t=1
2.5. Prediction of solar output

The output of the solar system depends largely on the real-time light intensity.
Figure 2 shows the solar system output curve under different weather conditions
in summer in China, and we can see that the output of solar system has a great
deal of uncertainty and unpredictability. But with the permanent development of
prediction technology, it will be more and more accurate and reliable.

According to the difference of the methods, the existing prediction methods
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Fig. 2. Output percentage of PV under different weather conditions in summer

mainly can be divided into two groups: statistical methods and physical methods.
The former one using the existing physical model obtains the prediction value by
input the meteorological forecast data directly. The latter one is based on some
statistical methods, analysis of historical data in order to find the internal rule by
establishing the relationship between numerical weather prediction and historical
output data to predict, mainly including support vector machine (SVM), grey pre-
diction, regression model and so on.

With the continuous development of prediction technology, the accuracy of pho-
tovoltaic output prediction in the future will continue to improve, and this will lead
to the improvement of the utilization of solar system.

3. Results

In this section, we use the actual output of VPP system without reschedule
strategy as reference, compared the two real-time strategies by different indexes.
The first index is the capacity for reducing the imbalance error, namely the difference
with the day-ahead optimization. The second index is the total operation cost.

3.1. Capacity to reduce imbalance error

Figures 3 and 4 show the output of different scenarios under typical winter and
summer days.

In the figures above, the black solid line represents the electric output in day-
ahead optimization, and the shadow part represents the output in three different
scenarios. As we can see from the preamble, Strategy 1 provides the maximum
reduction of imbalance error in theory. We can also draw the conclusion that no
matter what the optimization objective is, using optimization strategy can reduce
the imbalance error efficiently. However, in Fig.4 we can find that when using
Strategy 2, there still remains larger imbalance error compared to the reference,
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Fig. 4. Electricity outputs of different scenarios in typical summer day

which means that reducing imbalance error in this situation is uneconomical, and
the latter analysis will also show the same conclusion.

Figures 5 and 6 reveal the remaining imbalance error in typical winter, summer
and general situations. We can easily find that the imbalance error in summer is
larger than that in winter, and the positive imbalance error is particularly significant.

kW
400 [ ] Winter
100 Il Summer
General situation
200
100
0

Reference Strategy 1 Strategy 2

Fig. 5. Positive imbalances in winter, summer and in general situation
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3.2. Total operation cost

The total operation cost of VPP system mainly consist of the fuel cost of CHP
system, solar power system and the cost for reducing imbalance error (see Fig. 7).

15 2

Total... Imbalance.. CHP Boiler
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Fig. 7. Cost comparison between “Strategy 1” and “Reference” (yuan/week)

Compared with the reference, the fuel cost of CHP system in winter increases
remarkable. This is because the illumination intensity in winter decreases, thus the
CHP system has to compensate the shortage of solar generation. Meanwhile, the
fuel cost of boiler is reduced, also because of the excessive output of the CHP system
(see Fig. 8).

Combined with the above figure we can see that there is a larger positive im-
balance error in summer and in general situation, so that the CHP system reduces
the output and the fuel cost is lower as well. But this also leads to a great increase
of the cost of reducing imbalance error, which proves to be non-economical, as also
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shown above.

4. Conclusion

In this paper, we designed optimized operation models of VPP system under dif-
ferent scenarios, and then compared the different strategies by factual data. As the
results showed, no matter whether we want to maximize the imbalance error reduc-
tion or minimize the total operation cost, compared to the reference, the imbalance
errors are largely reduced by reschedule. However, the results also tell us that the
strategy used for reducing the imbalance errors is not always economical, especially
in summer.

The application of virtual power plant can effectively improve the utilization
efficiency of renewable energy under the condition of ensuring the safe and stable
operation of power system. In the meantime, as one of the ways of demand side
management, the use of virtual power plants has a great significance in strength-
ening the demand side management, and realizing the energy saving. While the
development and application of virtual power plant still exhibit certain problems, it
needs cooperation among technology, management and policy.

Limited by space and the depth of research, the research in this paper about
the optimization operation of virtual power plant still has many deficiencies. So, in
the further study about VPP, we can carry on the researches on system capacity
configuration, price mechanism, the related policy and so on. In order to build a
resource-conserving and environment-friendly society, the application of VPP will
be surely wider and wider.
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Evaluation and optimization for virtual
power plants under different
operational strategies'

ZEJING QIu?, JIE XIANG?, QIQI QIAN?, CHUNXUE
Li?, MING ZENG?

Abstract. A Reliability and Operation Model (ROM) and unit commitment model are
used for modeling and accessing virtual power plants under self-supply maximization and market
profits maximization for two different operational strategies. Furthermore, a numerical example is
presented to verify the scientific and validity of the model and provide certain decision support for
the operation of virtual power plants.

Key words. Virtual power plant, operational strategies, ROM model.

1. Introduction

Virtual power plants, which are considered as a way of demand response, Virtual
power plants which are considered as a way of demand response effectively combine
distributed generators, controllable load and a variety of distributed energy storage
device together, and by the coordinated regulation technology and communications
technology to integrate and module all types of distributed energy [1]. And they
have great significance to balance the power supply and demand, ensure the economy
and security of the operation of power system, and help alleviate energy shortage
problem and environmental deterioration problem.

Current research on virtual power plants has exhibited continuous increase. Zdrilié
et al. [2] maximize the profit of the virtual power plant by a mixed-integer linear

1 This work is supported in part by technology project of State Grid Corporation of China (title:
Key technology and operation mode of efficiency power plant with typical high energy consumption
customers’ research).

2Nari (Wuhan) Electrical Equipment & Engineering Efficiency Evaluation Center, Wuhan,
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3School of Economics and Management, North China Electric Power University, Beijing, 102206,
China
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programming model which incorporates long-term bilateral contracts with weekly
forecast hourly market prices. Shabanzadeh et al. [3] introduce an efficient MILP
model based on robust optimization approach proposed to enable informed decision
making under different levels of uncertainty. To manage a VPP, Ruiz et al. [4]
provide an optimization algorithm composed of a large number of customers with
thermostatically controlled appliances, and Kieny et al. [5] consider two types of
aggregation EU project FENIX: the commercial virtual power plant (CVPP) that
tackles the aggregation of small generating units with respect to market integration
and technical virtual power plant (TVPP) that tackles aggregation of these units
with respect to services that can be offered to the grid. Kuzle et al. [6] and Suci¢ et
al. [7] consider the dispatch of VPP and come up with different programming model
to overcome it. Tai-Her et al. [8] present a novel approach based on Weibull distri-
bution to determine the capacity of wind turbine generators using capacity factor,
normalized average power and product of CF and Punder different values of tower
height and rated wind speed. Kuntschke et al. [9] present a fundamental system
architecture and a concept enabling VPPs and DSOs to negotiate their positions to
satisfy the needs and requirements of both sides. Robu et al. [10] design a payment
mechanism that encourages distributed energy resources to join "cooperative" VPPs
with large overall production. In ref. [11] by Caldon et al., an optimization algo-
rithm is proposed to integrate many DG into a VPP, which will be able to generate
and sell both thermal and electrical energy. Vale et al. [12] present a multi-level
negotiation mechanism for Smart Grids optimal operation and negotiation in the
electricity markets, considering the advantages of VPPs’ management.

The main structure of this paper is as follows: Section 2 establishes the Relia-
bility and Operation Model (ROM) and unit commitment model to evaluate virtual
power plants on the basis of maximizing self-supply and market profits two different
strategies. Section 3 selects one Chinese province as a numerical example to verify
the scientific and validity of the model established before. Finally, analyzing and
summarizing the influence of virtual power plants is performed on the power system
under different operating strategies.

2. Model construction

In this paper, we use ROM model to simulate the overall operation of power
system. ROM model was proposed at Comillas Pontifical University and is widely
used for scheduling optimization in day-ahead power system. Meanwhile it is subject
to restrictions related to units’ operating conditions, including: unit output’s upper
and lower limits, units’ ramp constraints, availability of intermittent units and reg-
ulatory reserve requirements. When some unexpected events happen, for example,
the power units become faulty or units are deviated from the preset level, the day
ahead optimal scheduling results should be initialized. Meanwhile, the target year
for this study is 2020, thus before 2020, the daily operation of power system all need
to be solved.



EVALUATION AND OPTIMIZATION 49

2.1. Unit commitment model

In ROM model, we use a unit commitment model to simulate the daily operation
of power system before the target year. The specific objective function has the form

min Cropar = 3 (CF - ¢y + CY - PI™ - iy + C - Pig) + Y (Coe - Ni), (1)
t

it

where Cioia1 are the total variable thermal costs, Cifd are the fixed costs, CY b are the
variable costs, C' are the start-up costs, and Cp, are the unit costs of non-supplied
energy. The variable ¢, ; represents the unit commitment results of thermal power
unit ¢ in the period ¢. Symbol Pﬁin denotes the lower limit of the unit output,
P, + stands for the power output over the smallest output, and finally, /N; stands for
non-supplied energy quantity in period ¢t. As for the quantities ¢; ¢, they are binary
variables, and their value is 0 if the thermal power plant ¢ is shut down in period ¢.

Equation (1) is used to calculate the daily operating costs. Meanwhile, the values
of relevant variables in the previous day are used as the initial values to calculate
the following day’s operating costs. Furthermore, the annual operating costs are
cumulative results of daily operating costs.

This paper takes into account a series of technical restrictions when establishing
the model, which are shown in the following relations.

D= DE™ = N =3 P Gii + Pig, (2)
Z(P;,Tiax — P - ¢iy — Py > LY (3)
LIRS @

Piy < (PIP = PIY™) iy (5)
Pt— P11 <R/”, (6)

P 1—FP: < Rjovn (7)

bit — ( ¢Zi_1 P T ! ) = Nijt — Wit - (8)

Here, Dy is the customers’ power demand, D™ is the output of the distribution
network, N; is the quantity of non-supplied energy, I;’® and I3°"" stand for the
upper and lower limits of regulatory reserve requirements, respectively, P3** is the
largest output of the single unit i, R;* and RI°"™ represent the upper and lower unit
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ramp rate, respectively, while U; stands for the initial state of the units. Finally,
it is the parameter for start-up of units in period ¢, p;+ is the decision-making
parameter for shut-down of units in period ¢. Both these parameters are binary
variables and their values are either 0 or 1; \; ; = 0 if thermal power plant 7 is shut
down in period ¢, while p1; 4 = 1 in the same case, and vice versa.

Equations (3) and (4) show the regulatory reserve requirements, equations (5)
and (6) show the power output limits and equation (8) ensures the logical sequence
of starting up, unit commitment and shutting down.

2.2. Elasticity demands of virtual power plants

In this paper, we use the demand variable d to describe the constraints related
to energy conservation, and then consider both the original demand D! and the
demand variable d* to obtain the final power demand. The demand variable d¢ is
given as

dt = Dt + Uzlp — U?OWH (9)
where v;? and vfown
respectively.

In this paper, we use the changes of demand as the only available demand re-
sponse, so that during system’s routine operation the increasing and decreasing
amounts of power demand are balanced. This means that the two amounts of power
demand during daily operation are equal, and the constraint can be expressed as

follows
Z P = Z pdovn (10)
t t

Logically speaking, for the elasticity of demand some constraints need to be met,
and the variable of load must be limited between values €., and eqown denoting
certain percentages of the total demand.

Zeup'DtZZU?pa (11)
t t

ngown : Dt > Z’U?OWH . (12)
t t

2.3. Power supply and demand in virtual power plants

stand for the upper and lower limits of demand response,

We assume that in virtual power plants, about 10% is the distributed power
generation system. Then we need to estimate the power demand in virtual power
plants. The specific process is described by equations

min Z(Gt —aDy). (13)

As
0<ax<l, (14)
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ZGt_aDt>O- (15)
t

Here G is the generated energy of virtual power plants in period ¢ and « is a scale
parameter.

2.4. Operation strategies of virtual power plants

2.4.1. Self-supply strategy. Self-supply strategy is related to virtual power plants’
internal supply and demand. With the help of the model stated above, we can sim-
ulate virtual power plants’ operation process which can be divided into two phases.
In phase one, due to virtual power plants having the ability of self-supply to some
extent, the possibility of purchase and sale power at this stage does not need to
be considered. Based on this, it needs to minimize the power supply costs of local
load, including the cost of non-supplied energy in virtual power plants. Meanwhile,
in this phase, non-supplied energy in virtual power plants is avoided by a penalty
factor, and all the local power generation has the priority to meet the internal power
demand of virtual power plants, details is shown in equation (9) to (12). In addition,
in this phase, the power demand which is met by self-supply of virtual power plants
needs to be estimated, and when the power demand is higher than the corresponding
power supply, it is necessary to go for the next phase, and that means meeting the
power demand by purchasing power from the market.

Additionally, in phase two, we allow virtual power plants to purchase and sale
power in the power market, and by means of equation (1)—(11) to minimize the
operating costs of power system. At the same time, we need to ensure that the
power purchased from the market in phase two less than the shortage power which
cannot be met by self-supply in phase one and then the elasticity of demand used
to minimize system costs in virtual power plants can be guaranteed.

2.4.2. Market profits mazimization strategy. Virtual power plants mainly max-
imize the market profits by purchase power in a low price when power is needed
and sale power in a high price when power is surplus in virtual power plants. At
the same time, the elasticity of power demand in virtual power plants also helps to
increase the market profits to some extent.

Similarly to self-supply strategy of virtual power plants, the implementation and
simulation of market profits maximization is also divided into two phases, while
the market profits of daily operation before the target year are all required to be
calculated, and then accumulated to obtain the total market profits. Based on the
variable of power demand in virtual power plants, the calculation of daily market
profits is divided into two phases: in the first phase, we assume that the market price
is known, and virtual power plants are designed to maximize their market profits,
and then on the basis of this to calculate the demand variable. The second phase, we
must iteratively ensure the consistency between demand variable calculated in the
first phase and the market price. When the differences of two successive iterations
of the market price fall below a certain threshold, we consider that this iterative
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process is converged.

During each iteration, the obtained solutions of virtual power plants’ market
profits all need to be compared with the solution in the former iteration, and if the
solution is lower than the former solution, it is proved that the solution is not the
optimal solution, and iteration is needed to obtain the optimal solution; meanwhile,
if the solution is not lower than the former solution, then we stop the iterative process
and get the optimal solution. If the maximum number of iterations is reached, we
also stop iteration and recognize the obtained solution as the final optimal solution.
Through the continuous iterations we can progressively approach to the optimal
solution, until we finally find the optimal solution. Specific solving process is shown
in the equation

Qt,jfl — Qt,j72

maXM Z D]ﬂet Qt,j 1 + W . (D?St - D?j-tfl)] y (16)
t,j—1 t,j—2

here Mj; is the market profit, D?E-t is the net demand in virtual power plants, and
Q¢ j—1 and @y j—o are the reference prices in iteration j — 1 and j — 2, respectively.

Meanwhile, when the net demand D}$" ; and D}¢' , in the previous two iterations
are the same, the demand variable is set to zero; in equatlon (16), variable D" and
Q:j—1 are consistent with the market profits of virtual power plants. If power
demand is greater than power supply, that is, the net demand D?fj’-t is positive, the
surplus power will be sold in the power market at price Q; j_i, which represents a
cost of virtual power plants. If power supply is greater than the power demand, that
is, the net demand fo]?t is negative, then the market profits of virtual power plants
will increase. The other profit part of the equation is intended to reflect possible
influence that the changing demand may have on the market price. In addition,
when using this equation to obtain the optimal solution, equation (9) and (10) also
need to be considered.

3. Case study

The principal data of the study are summarized in Table 1 and Table 2.

Table 1. Supply and demand data of one Chinese province

Annual demand (TWH) | 60.8
Peak demand (GW) 10.1
Nuclear power (GW) 1.4
Thermal power (GW) 7.2
Hydropower (GW) 3.1
Wind Power (GW) 3.6
PV (GW) 1.4
Cogeneration (GW) 0.9
Biomass power (GW) 0.5

Table 1 displays the specific power supply and demand data of one specific province
in China. From Table2 it can be seen that the technical parameters are very de-
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tailed, including scheduled outage rate, forced outage rate, minimum and maximum
power outputs, ramping rate and other related parameters. In addition, there is
some data related to costs and emissions. These are all the input parameters of the
model we established before. Meanwhile, this paper assumes that from 2020 the
distributed power system will account for 10% of virtual power plants.

Table 2. Average technical parameters of thermal plants in one Chinese province

Thermal Closed-cycle Closed-cycle Gas turbines | Nuclear
power gas turbines | gas turbines power
with one axis | with  more
axes
Scheduled 0.05 0.015 0.015 0.023 0.08
outage rate
(%)
Forced outage | 0.05 0.04 0.05 0.09 0.05
rate (%)
Minimum 71 59 124 16 500
output (MW)
Variable 1280 760 760 1200 1250
heat rate
(te/MWh)
Non-load 29,000 140,000 260,000 60,000
heat rate
(te/h)
Fuel costs | 0.17 0.34 0.34 0.34 0.019
(EURO/te)
Maximum 176 196 398 153 500
output (MW)
Upper limit | 51 68 139 65
of  ramping
(MW /)
CO2 costs 18 18 18 18
(Euro/t CO2)
Emissions (t | 0.876 0.312 0.312 0.312
CO2/MWh)
Startup con- | 710,000 180,000 390,000 250,000
sumption
(te/str)
Startup time | 18 6 6 13
()
Number  of | 15 10 28 6 6
power plants

This paper’s study of virtual power plants is representative to some extent. So
far, the size estimation for the virtual power plant which greatly organizing and
utilizing distributed energy barely has been studied except for a European report.
This paper demonstrates single virtual power plants, and then expands it to all
virtual power plants existing in China’s large power system. Therefore, on the basis
of virtual power plants’ power supply situation, we expand our research based on
the above 10% of cases. In addition, we assume that in virtual power plants wind
power, photovoltaic power cogeneration account for the same percentage. At the
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same time, we assume that the total power consumption of one Chinese province in
2020 is 60.8 Terawatthours. Then we select the demand data in 2011 as the basis,
and the average annual growth rate is 2 percent until 2020, so that we can estimate
the power consumption in 2020. The final calculation results obtained from the
model are shown in Table3 and Table 4.

Table 3. Solutions under different operation strategies from perspective of virtual power plant

Self-supply Profits maxi- | Costs mini-
strategy mization mization

Purchases of power (GW) 313 683 689

Sales of power (GW) 459 752 759

Net sales of power (GW) 146 69 70

Costs (Mio. Euro) 21 41 41

Incomes (Mio. Euro) 25 49 48

Net profits (Mio. Euro) 4 8 7

Demand coverage rate (%) 91.6 83.2 83.9

Variations of demand (GWh) 441 607 671

Table 4. Solutions under different operation strategies from the perspective of power system

Self-supply Profits maxi- | Costs mini-
strategy mization mization
Thermal cost (Mio. Euro) 1442 1445 1430
Emissions (Mio. Euro) 7.3 7.5 7.5
Spillage (GWh) 1186 1183 1191

It can be seen from the results that in terms of power demand coverage the
self-supply strategy obviously surpasses the market profits maximization strategy,
while market profits maximization strategy is relatively beneficial to virtual power
plants’ profits. And the differences between self-supply strategy and market profits
maximization strategy are not obvious in terms of thermal costs, emissions and
power spillage.

4. Conclusion

With the development of China’s economy, problems of energy shortages and
environmental pollution have become increasingly prominent, and this has made the
integrated and controllable virtual power plants become more and more important.
This paper utilizes the ROM model and unit commitment model for modeling and
accessing virtual power plants under self-supply maximization and market profits
maximization with two different operational strategies. The illustrative example
used for verification of the scientific value, practicality and validity of the model
proves that it can be used for modeling and evaluating virtual power plants’ opera-
tion to promote the healthy and orderly development of China’s power system.
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Numerical analysis and simulation of
liquid food temperature fluctuation in
an open refrigerated display cabinet

WENSONG LIN', T1IANJI CHEN'

Abstract. Based on the numerical simulation and experimental study on temperature of
vertical open refrigerated display cabinets (RDC), some methods of periodic functions and wave
shape analysis theory were used for research of the food temperature fluctuation in such a cabinet
and temperature fluctuating of chilled liquid food inside RDC was also simulated. The main factors
influencing the food temperature fluctuations were analyzed and studied, and the mathematical
models of cabinet temperature perturbation and corresponding food temperature response were
built; the mathematical models were solved and analyzed by the CFD and wave characteristic
functions. The characteristics of food temperature fluctuations were obtained from the results of
numerical simulation, and four of them related to liquid foods were compared and analyzed under
different on-off ratios and defrost conditions. As the results of simulations show, the temperature
fluctuating time of the food with shorter defrost heating time and smaller on-off ratio is shorter
and the the height of peak is lower. So, selecting suitable defrosting condition and on-off ratio will
optimize the performance of RDC and improve the quality of displayed food.

Key words. Refrigerated display cabinets, food temperature fluctuation, wave shape analysis,
numerical simulation, periodic defrost. .

1. Introduction

As the terminal equipment of modern food cold chain, open display cabinets are
widely used in supermarkets. They can not only guarantee the food quality and
freshness, but also have the advantages of good displaying and easy taking the prod-
ucts stored. Compared with the closed display cabinets, the open display cabinets
face more problems. The cabinet temperature is, for example, more sensitive to
ambient temperature, and a slight temperature rise will cause microbial breeding
dangerous to customers. As Schmidt et al. [1] studied, the temperature fluctuation
during the defrost period will accelerate the chemical and enzymic changes in the
tissue of meat and in dairy products even possibly speed up breeding of microorgan-
ism and may cause food spoilage and poisoning. Therefore, the control of RDCs,
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especially their temperature, is very crucial for the chilled food storage industry with
rapid development.

The fluctuations of the cabinet temperature are closely related with the char-
acteristics of air supply and defrost of open refrigerated display cabinets. In this
field, there is much research on the numerical simulation of the temperature field
inside RDC based on computational fluid dynamics (CFD), mainly using the finite
difference method, the finite element method, the transformation method, etc., as
Cortella et al. [2] summarized. In this paper, based on the numerical simulation
and experimental study on temperature characteristic of open vertical refrigerated
display cabinets, some methods of periodic function and wave shape analysis theory
were used in the research on the food temperature fluctuation. The temperature
fluctuating of chilled liquid food inside RDC was simulated, the simulation of food
temperature fluctuation was performed considering the disturbance of temperature
of air supplied and periodic defrost, which is different from those recommended in
literature. The temperature fluctuation of chilled liquid food inside RDC was con-
trolled and suppressed by regulating the wave characteristic of the defrost cycle and
on-off ratio of the refrigeration system in order to optimize the performance of RDC
and improve the quality of foods on display.

2. Physical model of RDC and liquid food tank

According to the performance test standard of RDC [3], the ambient tempera-
ture and humidity was set as 25°C and 60.0%. The RDC simulated is an open
vertical type with inner and outer dual air curtains, and it has four shelves and
bottom display areas as shown in Fig. la. The dimension is 2430 x 1100 x 1940 mm,
inner volume is 14001 and total display area is 5.9m?. The cabinet temperature
range is from —2°C to 2 °C. Four kinds of liquid food, namely spring water, orange
juice, milk, and yoghurt (plain) of same volume (396 ml) were filled fully into four
cylindrical containers of same size (60 mm in diameter, 150 mm in height) and same
material (paper of thickness 1 mm). The containers were put separately on the same
position on the second shelf in RDC (two pieces of insulation material were pasted
on the top and bottom of the container for thermal isolation, as shown in Fig. 1b).
The influence of RDC horizontal direction was ignored. The standard M packages
(oxy-ethyl-methyl-cellulose and water, referring to BS EN441-4 standard [4]) were
laid on the other shelves and bottom area in RDC as a regular load in supermarkets.

3. Mathematical model
3.1. Theoretical analysis of numerical simulation

When an open RDC works, Laguerrea et al. [5] found that there is a heat ex-
change (between foods displayed and air flow inside the cabinet) by heat conduction,
convection and radiation all the time. Moreover, food temperature fluctuates with
the change in cabinet temperature. There are many factors affecting the change in
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Fig. 1. Layout of tested RDC: a—arrangement (dimensions in mm), b—container
with liquid food (dimensions in mm)

cabinet temperature. In general, they are divided into two main parts, periodical
ones (the disturbances of temperature of air supplied etc.) and nonperiodical ones
(such as the heat load of external air infiltration). The disturbance time of nonpe-
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riodical ones is shorter and they are mostly irregular, but the periodical ones occur
during the whole operation time of RDC, directly impacting the cabinet tempera-
ture. In this paper, three parameters, namely peak height H, fluctuating time A and
delay time t;, were used for wave shape analysis. Peak height H means the difference
between the maximal and minimal temperatures in a temperature fluctuating cycle
(half wave shape), and represents the amplitude of fluctuations. Its value is related
to the operation condition of RDC and food category. The time from the start point
to the end point of the fluctuating cycle was taken as the fluctuating time A. It is
half wavelength in a defrosting cycle representing the length of defrosting fluctuating
time, and becomes full wavelength in a refrigeration cycle, indirectly reflecting the
fluctuating frequency and the number of fluctuations. The absolute time different
between the time of the peak point in a fluctuating cycle and that of the reference
cycle was taken as the delay time ty,. It reflects the speed of temperature fluctuating
transmission or response, its value is related with the food (package) category and
has nothing to do with the operation conditions of RDC.

3.2. The disturbance model of air supply temperature of
RDC

8.2.1. The disturbance model of periodic on-off control The start-stop of the
refrigeration system and the defrost components are controlled by the control system
to maintain the cabinet temperature at the value set. The neutral zone control
method is used widely in the control system of RDC. When the cabinet temperature
reaches the upper limit set, the controller sends out signals to open the liquid solenoid
valve (or impulse electronic expansion valve) and start the compressor, and thus the
refrigeration system works and the cabinet temperature decreases. When it reaches
the lower limit set, the controller sends out signals again to shut off the liquid
solenoid valve and stop the compressor, and thus cabinet temperature rises back. So
the on-off control of a refrigeration system is periodic, and the ratio of uptime and
downtime is almost constant under the steady operation condition. Thus the air
supply temperature fluctuates periodically along with the periodic on-off control.
Lazarin and Aprea [6-7] conclude that RDC with different cabinet temperature
control system will have different control accuracy of temperature, and especially
different on-off time ratio. If R is the on-off time ratio and P is one operation cycle,
the uptime of the refrigeration system in one operation cycle is R- P(1+ R) and the
downtime is P/(1 + R). If t(7) is the disturbance temperature function caused by
on-off control, the periodic impulse 7 in one operation cycle P is expressed as

t 0<7<RP/(1+R)
Hr) = { h RP/1+R)<7<P’ (1)

where ty is the temperature of supplied air when the refrigeration system of RDC
starts as the upper limit of cabinet temperature and ty, is the temperature of sup-
plied air when the refrigeration system of RDC stops, as the lower limit of cabinet
temperature.
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By Fourier series expansion, equation (1) becomes

R 1 2(tg — ¢t R
tT(T/):(R+1tH+R+1tL>+ (HW L)sin(R+17r>cos;T. (2)

3.2.2. The temperature disturbance model of periodic defrost Tasso et al. [8]
found that frost forms and accumulates on the evaporator coil surface after a long
period of operation, and the heat exchange performance of the evaporator degrades
as the frost thickness increases, even blocking the flow passage and resulting in the
failure of the compressor by liquid hammer. Therefore, periodic defrost is required
to remove the accumulated frost on the evaporator coil in a setting time interval
by the control system. When the control system switches to the defrost mode, the
refrigeration system stops and the electrical heating runs. When the time or coil
temperature reaches the upper limit set, the defrost stops and the cabinet temper-
ature rises to some extent because of the effect of the defrost heating as Lawrence
and Evans studied [9]. Because of the periodicity of defrosting process, the air sup-
ply temperature changes periodically, and the temperature change caused by defrost
can be considered to be an individual disturbance factor. Symbol t4 denotes the air
supply temperature when defrosting, 74 is the heating time, and 7 is the interval
time between two defrosting process, the single defrosting cycle P’ = g7y, If ¢(7/)
is the function of air supply temperature of RDC, the periodic impulse formula is

/ / .
t(T’):{tr nPr<r<nPATm g4, (3)

ta nP'+n<7t<(n+1)P

In the above formula, ¢, is the air supply temperature during refrigerated cycle,
see equation (2). By Fourier series expansion, the formula (3) becomes

2(t, —tq) . i
At = ta) Sll’l(%ﬂ') Cos % T. (4)

t(r") = }%(trTi +taTa) +
In (4), the defrosting time 7q starts from the timing point when the air supply
temperature is over the upper limit of the cabinet temperature ¢y in the refrigerated
cycle. The heating time 7; generally is set as a fixed value by manual or depends on
the time till the coil temperature reaches the fixed value set. When the heating time
ends, the air supply temperature reaches the maximum value during the defrosting
process, the refrigeration system starts, and the air supply temperature decreases
gradually. The time of the defrosting process ends when the air supply temperature
reaches the lower limit of the cabinet temperature. In the above process, the air
supply temperature changes periodically and can be described as a half-wave sine
function with peak of ¢4 max — tu and fluctuating time 7q as shown in Fig. 2.
Its Fourier progression expression is

twt)) = %(1 + gsde —3 cos2wrq) and w = Dt (5)
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Fig. 2. Graph of half wave sine function of single defrost cycle

Here, quantities t4 max and 74 are calculated from the formulae

(6)

My (vafATﬁ*hf)
)
Ca1M

T —
td,max = tu + NeWe [ G

ml (hlytd,max - hlytL):|

Td =T+ [
Qevp

(7)
Here, symbol 7, denotes the defrost heating efficiency, W, is the electric heater power
in kW, my, stands for mass of defrosting water in kg, C;,  represents the specific heat
capacity of frost in Jkg=! K1, AT is the temperature difference between frost and
electric heater in K, h¢ denotes the fusion enthalpy of frost in Jkg—1, @y, represents
the heat transfer from electric heater to evaporator in J, c,1 stands for specific heat
capacity of air, Jkg=! K1, P1,ty max 1 the enthalpy of air with temperature of tq max
in Jkg=!, hy4, denotes the enthalpy of air with temperature of ¢, in Jkg=! and,
finally, gevp stands for the heat transfer flux from evaporator inside to air in W.

3.3. Simulation and solution of cabinet temperature field

8.8.1. Building of numerical model of temperature field Currently, as D’Agaro
[10] concluded, turbulence models are mostly used for mathematical simulation of air
curtain and RDC. The mainstream models are & — ¢ model, Reynolds Stress Model
(RSM) and large eddy simulation (LES) model. In this paper, an improved two-fluid
model by Yu [11] is adopted, dividing the air flow into two fluids, the turbulent fluid
from air curtain and the non-turbulent fluid outside the cabinet respectively, using
the area coeflicient of honeycomb as the volume fraction of air through air curtain.
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Also a modification of mass transfer rate equation between two fluid is employed
to improve the simulation accuracy of cabinet temperature field. In this improved
two-fluid model, the food package is assumed as a hermetic cylinder, whose top and
bottom are thermally insulated. The two-fluid model for the RDC can be established
and the governing transport equations can be written as

[ r
aij(kakUkj@k) = %(kaqmzxj) + aij(@quskgx];) + Sor + Lo (8)

Here, the subscript £ means the kind of fluid category, which is 1 or 2, the sub-
script 7 denotes the space coordinates, symbol Iy stands for the diffusion coefficient
of fluid 1 or fluid 2, D represents the interphase diffusion coefficient between fluid 1
or fluid 2, S is the source term of fluid 1 or fluid 2, I is the interphase source term
between fluid 1 and fluid 2, r stands for the volume fraction of fluid, and @ denotes
the dependent variable, corresponding to the continuity equation when taken as 1,
momentum equation when taken as velocity, and energy equation when taken as
temperature. Finally, pi is the density of fluid k£ (k being 1 or 2), and Uy; is the
velocity vector of fluid & (1 or 2) in the spatial y direction.

The disturbance temperature model of air supplied (2) and (4) is employed as
the boundary function of the two fluid turbulence model in this paper, and this
periodic disturbance boundary function is transferred and imported into user defined
functions UDFs with the CFD software FLUENT, then the parameters of two fluids
model are set and the computational domain is constructed and meshed for the
simulation.

8.8.2. Computational case and grid The parameters of seven cases for simulation
of RDC are listed in Table 1 and Table 2.

Table 1. List of input parameters

Parameter Unit Value
Ambient temperature Ty °C 25
Ambient humidity R, % 60
Velocity of back air flow vy, ms~! 0.1
Velocity of outer air curtain*® ve, ms—1 0.25
Velocity of inner air curtain v;q ms—! 0.3
Origin temp. of outer air curtain 7,00 °C 10
Origin cabinet temperature T¢o °C 2
Origin food temperature Ty °C 10
Food package surface (each side) Sgy m? 0.014
Food package thermal conductivity & WmK-1 0.9
Inner air curtain/back panel outlet temperature (Refrig. cycle) T; °C T (7)*
Inner air curtain/back panel outlet temperature (Defrost cycle) Ty °C Ta(r)*

Note: * Defined temperature boundary function
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The temperature change of spring water, orange juice, milk and yoghurt is investigated from
case 1 to case 7, respectively. The initial temperature of the inner and outer air curtains is based
on the experimental data for a better comparison. Thermophysical parameters of four liquid food
samples are shown in Table 3 [12-16]. Neutral zone control is used for cabinet temperature control,
and the initial cabinet temperature is set to be 2°C. The on-off time ratio of the refrigerated
system, defrost heating time and other parameters are shown in Table 2.

Table 2. Computational cases

Case On-off ratio R Defrost conditions

No. -) Heating time 74 (min) | Interval time 7; (min)
1 0.65 20 180

2 0.65 25 240

3 0.65 30 300

4 0.55 20 180

5 0.6 20 180

6 0.7 20 180

7 0.75 20 180

Table 3. Thermophysical properties parameters of liquid food samples [12-16]

Liquid food Density o | Specific heat capacity C | Therm. conductivity k
(kg dm—3) (kJkg K1) (Wm—tK™1)

Spring water 1.00 4.18 0.58

Orange juice 1.01 3.73 0.55

Milk 1.03 3.77 0.50

Yoghurt (plain) | 1.05 3.52 0.48

As shown in Fig.3, some parts or area of RDC as the evaporator, insulation
layer and the propeller fan are removed in order to simplify the simulation. Consid-
ering that the open boundary conditions of the display cabinet are uncertain, the
computational domain is extended until the effect of the display cabinet opening
is negligible there. Then the computational domain becomes a irregular region of
dimensions 1.07mx1.41m and the asymmetric grid consists of 44x36 cells, which
were generated to mesh the computational domain. A denser grid is adopted in the
air curtain inlet and outlet, back panel air outlet and surround of liquid food regions
where the air flow is complex. For simplification of simulation, the plates of shelves
are assumed to be insulated, see the details in Fig. 3, upper and bottom parts.

3.4. Response model of food temperature fluctuation
The heat transfer between the liquid food and airflow inside the cabinet occurs

mainly by heat convection, and the cabinet temperature fluctuation gradually trans-
fers into the interior of liquid food and causes the temperature fluctuated periodically
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Fig. 3. Computational domain and grid of cabinet and liquid food: up—computing
zone of RDC, bottom—computing zone around liquid food

with it. The food package is assumed as a hermetic cylinder with dry surfaces and
insulated at top and bottom, so there is no mass transfer and the radiation is negli-
gible. There is only convection between food package wall and airflow surrounded.
A cylindrical coordinate system is built based on the structure of package, and a
none-dimensional unsteady-state heat transfer model is established based on these
assumptions and simplification. The instantaneous average temperature of 11 cells
adjacent the wall of package on left and right sides (as shown in Fig. 3 bottom part)
is used as the boundary air temperature in the calculation of this model, and the
parameters related are set referring to the following equations [12-15].

According to the assumptions, the energy equation of liquid food is

oT m, 0T 0koT 0T
P = e Tarar e ©)
The mass equation has the form

OV _mpov opov LoV
ot r or or Or or?
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The boundary condition between the food package and air is is given by the
formula

oT
—k [87"} . = oF [Ty(1,7)

— Tai(7)] - (11)

Here, T, (7) means the instantaneous average temperature of 11 cells adjacent the
wall of package on both left and right sides.

The heat transfer equation between the liquid food and the food package is
described by the formula

i [‘Zﬂ = [76) - Tiim)] (12)

where T, (7) means the temperature of the inner surface of the package, and Tj(r, r)
denotes the temperature of the liquid food inside.

4. Results and discussion

4.1. Numerical simulation results of cabinet temperature
fluctuation

The temperature field of the cabinet during the refrigeration cycle and the defrost
cycle were simulated, respectively, as shown in Figs.4 and 5. Figure 5 shows the
distribution of temperature field at some point during the refrigeration cycle. From
the figure, it can be seen that the distribution of the temperature field in each shelf
has a certain difference, resulting in different distribution of temperature with M
packages. The average temperatures in the 2nd and 3rd shelf are lower than those
in other three shelves and the temperature of M packages in the 3rd shelf is also
lower than those in other shelves. The significant temperature stratification is found
inside the liquid food with package, and the temperature is high when the position
is closer to the center of package.

Figure 5 shows the distribution of the temperature field at some point during the
defrost cycle. From Fig. 5, it can be seen that the temperature distribution in each
shelf is more uniform, and the distribution temperature of M packages in each shelf
is very close, and the significant temperature stratification is also found inside the
liquid food. The temperature is lower when the position is closer to center of the
package.

4.2. Feature analysis of food temperature fluctuating re-
sponse at different positions

The fluctuating response of the food temperature (in defrost cycles) in the cabi-
net in case 1 was calculated. The wave shape of average temperature curve in 2nd
shelf was calculated and used as a reference wave shape, and then the characteristic
numbers of temperature curve of different liquid food were calculated and analyzed
basing on this reference wave shape. Figure 6 show the change in fluctuating char-
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Fig. 4. Simulation of cabinet temperature field in refrigeration cycle (case 1)

24

Fig. 5. Simulation of cabinet temperature field in defrost cycle (case 1)

acteristic numbers at different positions from outside to the center of the liquid
food.
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Fig. 6. Change in fluctuating characteristic numbers at different positions from
outside to the center of the liquid food: up—peak height of each liquid food at
different position, bottom—delay time of each liquid food at different position

It can be seen from Fig. 6 that some fluctuating characteristics of inner tempera-
ture of each liquid food correspond with the fluctuation of the cabinet temperature.
The change of fluctuating characteristic of each liquid food from the outer points
to inner points shows the obvious trend as follows: the peak height of temperature

wave on the surface of each

liquid food is higher around 2.8°C, and drops gradu-

ally from the surface to center. On the contrary, the delay time of each liquid food
increases. Taking spring water as an example, the peak height decreases by 1.04°C
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and delay time ¢}, increases 14.5 times. Furthermore, the fluctuating characteristic
numbers of each liquid food shows a drastic change in the first 10 mm from outside
(from the point a to point b), and gradually flattens in the final interval (from the
point b to point d), such as the peak height of spring water decreases sharply by
almost 1°C (from 2.8°C to 1.86°C) in the first 10 mm and then decreases slightly
by 0.1°C (from 1.86°C to 1.76°C) in the final 20mm. The delay time of spring
water increases sharply almost 10 times (from 60s to 590s) in the first 10 mm and
then it increases slightly 1.5 times (from 590s to 87s) in the final 20 mm.

4.3. Influence of different on-off ratio on food temperature
fluctuating

The change in fluctuating characteristic numbers at the center of each liquid food
was simulated and calculated with different on-off ratio R from 0.55 to 0.75 (case 1,
4-7), and the results are shown in Fig. 7.

From Fig.7, it can be seen that the peak height of each liquid food changes
from 0.14°C to 0.22°C, and also increases to some extent, by 25.4 %, 25.6 %, 26.4 %
and 28.6% for spring water, orange juice, milk, and yoghurt, respectively. The
fluctuating time of each liquid food during one single refrigeration cycle changes
between 160s to 195s, and increases to some extent with an increase of the on-off
ratio from 0.55 to 0.75 by 11.1 % for spring water, 12.8 % for orange juice, 14.9%
for milk, and 15.5% for yoghurt, respectively. As the calculations show, when on-
off ratio R of RDC is smaller, the on-off frequency is higher and the interval time
between run and stop is shorter, then the fluctuating time A and peak height H of
temperature fluctuating inside food is shorter accordingly. Vice versa, when on-off
ratio R is higher, the on-off frequency is lower and the interval time between run
and stop is longer, then the fluctuating time A and peak height H of temperature
fluctuating inside food will be longer and higher accordingly. The calculations also
show that the peak height of each liquid food at center position is shorter and
between 0.14°C to 0.22°C with the change of R, but considering the temperature
fluctuation is of high frequency (about 3 min per cycle) and long time (3-5 hours),
its impact on food quality cannot be ignored, either.

4.4. Influence of different defrost condition on food temper-
ature fluctuating

The simulation shows that the fluctuating characteristic of cabinet temperature
is different under different defrost conditions and results in different fluctuating of
liquid food temperature. The peak height of the average temperature fluctuating in
the second shelf in three defrost cases (1-3) is listed in Table 4.

The temperature change at the center of four kinds of liquid food in three defrost
cases was simulated, and the changes in peak height H and fluctuating time A
obtained by the method of the wave shape characteristic analysis are shown in Fig. 8.

From Fig. 8, it can be seen that the range of peak height H of each liquid food
at the center point is between 1.8°C to 2.3°C and the range of fluctuating time A
is between 7500s to 8600s. In all the considered cases, with the increase of defrost
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Fig. 7. Change in fluctuating characteristic numbers at center point of the liquid
food with different on-off ratios R: up—peak height of considered liquid food with
different on-off ratios, bottom—fluctuating time of considered liquid food with
different on-off ratio

heating time and interval time, the fluctuating time in spring water during one
single defrost cycle increases by 3.7 % and the peak height increases by 0.28 °C, the
fluctuating time in orange juice increases by 5.1 % and the peak height increases by
0.31K; the fluctuating time in milk increases by 6.9% and the peak height increases
by 0.33°C, and finally, the fluctuating time in yoghurt increases by 8.1% and the
peak height increases by 0.35°C. Thus, with the increases in the defrost interval
time and heating time, the fluctuating time A of each liquid food at the center point
increases by 3.7 %-8.1%, and peak height H also increases by 0.28-0.35°C. It is
likely that, in a certain range, if the defrosting interval time of RDC is shorter, the
heating time will be also shorter and the temperature fluctuating will be smaller.
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Thus, there will be more benefits to improve the quality of chilled food displayed.

Table 4. Peak height change of shelf temperature with various RDC defrosting cycle

Case Interval time | Heating time | Average peak of second shelf
73 (min) 7j (min) temperature T i (°C)
1 3 20 9.25
2 4 25 10.85
3 5 30 12.35
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Fig. 8. Change in fluctuating characteristic numbers at center point of the liquid
food with different defrost conditions: up—peak height of each liquid food in
different defrost cases, bottom—fluctuating time of each liquid food with different
defrost cases (sw-spring water, oj—orange juice, m—milk, y—yoghurt)
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5. Conclusions

. As theories and experiment indicated, periodic on-off control of refrigeration

system and defrosting are two major interfering factors caused the temperature
fluctuation in RDC, and different on-off ratio and defrosting conditions will
cause different degrees of temperature rise and fluctuating.

. A mathematic model of the temperature fluctuations inside the RDC and a

fluctuating response model of food temperature corresponded have been built,
and the disturbance temperature model of air supplied and periodic defrost
has been employed to be the initial condition. The temperature field in RDC
and the fluctuating characteristic of the liquid displayed have been simulated
and calculated.

. The temperature fluctuating characteristics of four liquid foods in RDC under

refrigeration cycle and defrost cycle were simulated and calculated respectively.
The results show that: under defrost cycle (case 1), the peak height of surface
temperature wave of each liquid food is around 3 °C, and it decreases gradually
from the surface to center. First, at 10 mm distance from the surface, the peak
height decreases obviously from 3°C to 2°C, but it keeps around 2°C with
only a tiny change in the remaining 20 mm distance to the center. Under
refrigeration cycle, the peak height of each liquid food at center position is
shorter around 0.2°C, but considering the temperature fluctuation of higher
frequency (about 3min per cycle) and long time (3-5hours), its impact on
food quality cannot be ignored.

. As simulation results shown, when on-off ratio R of RDC is smaller, the on-

off frequency is higher, the interval time between run and stop is shorter and
fluctuating frequency of temperature inside food is relatively higher. Then the
time A and peak height H of temperature fluctuating inside food will be shorter
accordingly. Conversely, when on-off ratio R is higher, the on-off frequency is
lower, the interval time between run and stop is relatively longer, and the
fluctuating frequency is lower. Then the time and peak height of temperature
fluctuating inside food will be longer and higher accordingly. Such as, in a
single refrigeration cycle, the fluctuating time of each liquid food increased
by 11.1-15.5% and peak height increased by 23.6-28.6 % with on-off ratio
increased from 0.55 to 0.75.

. This study shows that with the increase of defrosting interval time and heating

time, the fluctuating time A of each liquid food at center position increases by
3.7%-8.1%, and the peak height H also increased by 0.28-0.35K accordingly.
So, in a certain range, if the defrosting interval time of RDC is shorter, the
heating time will be shorter and the temperature fluctuating will be smaller,
there will be more beneficial to improving the quality of chilled food displayed.
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Experimental and numerical analysis
of I type crack blunt propagation
mechanism'

S. L. WANG?, W.SonG?, K. X.DONG?, Y.B. Su?,
D.S.ZHANG?, C.H. L1?

Abstract. A complex fracture network is investigated that may occur as a consequence
of crossing morphological and hydraulic fractures. The study is based on weak interface bedding
and natural fractures widely-distributed in unconventional reservoirs. By constructing three-point
bending test of I-type crack extension, using digital speckle correlation experiments and numerical
simulation method, change laws of surface strain field, stress field, crack tip opening displacement
and stress intensity factor can be obtained. Through experimental and simulation results, we know
that: When I-type crack intersects with weak bedding, the crack became blunt, interfacial shear
strain increases rapidly, direction of crack tip maximum circumferential stress deflects, mode I
crack transforms to a mixed mode I-II crack and ratio of Kij/Kj increases, then the crack extends
deflected.

Key words. I-type crack, blunt, shear, deflect, weak bedding.

1. Introduction

Weak bedding development of unconventional reservoirs, hydraulic fracture in-
tersects with weak bedding and extend along it, are the keys of forming fracture
network [1]. Study of the fracture morphology after artificial fracture and weak
bedding intersection has important significance for understanding fracture deflected
propagation mechanism and revealing the fracture network formation mechanism.

By means of theoretical and experimental methods, many scholars have analyzed

1Supported jointly by National Basic Research Program of China (2015CB250900), Natural Sci-
ence Foundation of China (51374074) and Northeast Petroleum University Innovation Foundation
for Postgraduates (yjscx2015-024nepu).

2College of mechanical science and engineering, Northeast Petroleum University, Daqing, 163318,
China

3Research Institute of Oil Production Engineering of Daging Oilfield Company Ltd, Dagqing,
163712, China
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the intersections of artificial fractures and natural fractures, and put forward some
extended criteria: Warpinski adopted linear friction theory to consider the shear
slip failure caused by the fracture surface shear stress, and analyzed the tensile
failure caused by the normal stress in the crack surface by using Mohr-Coulomb
criterion, and proposed W-T criterion [2]. Rehshaw and Pollard studied the in-
duced stress field of the hydraulic fracture tip, and proposed the evaluating criterion
of the hydraulic fracture through the natural fracture (R—P criterion) [3]. Gu and
Weng suggested the G-W criterion by extending the R—P criterion to non-orthogonal
condition and obtained the critical curve of the hydraulic fracture through natural
fracture [4]. Anderson carried out experiment research of hydraulic fracture through
the bonding interface and discussed the influence of friction coefficient [5]. Zhou
Jian et al. established a large size three-axial hydraulic fracturing experiment, and
discussed the factors that affect the direction of the hydraulic fracture after intersec-
tion with natural fracture. The above analysis provided the weak bedding opening
conditions qualitatively, it did not bring the displacement field and strain field of
crack, then it could not obtain the crack deflected propagation mechanism. Using
digital speckle correlation method and numerical simulation method can provide the
variation of strain field and displacement field, so that the method can analyze the
deflected propagation mechanism from microscopic point of view.

2. Experimental study of I-type crack propagation

As it is difficult to obtain a large number of unconventional shale cores, according
to similarity criterion [7, 8] the experimental specimens were processed with gypsum
and clay as similar materials. The experimental length, high and thickness of speci-
mens are 300 mm, 150 mm and 50 mm, respectively. The specimens are divided into
3 layers, and in each layer of height 50 mm a crack of dimensions (1 mmx10mm)
was prefabricated in the middle of the specimen bottom, as shown in Fig, 1.

!

— E
—p g
o3
_ o)
| Prefabricated crack v
I 200mm g
I00mm >

Fig. 1. Schematic diagram of material specimen

The specimens were loaded with servo loading test machine at the loading rate
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of 0.03mm/min (see Fig.2). A high-speed video camera was used to capture the
variation of the speckle field of the specimen surface. Using correlation algorithm,
we can obtain the change law of displacement field and strain field in the process of
the crack propagation.

Fig. 2. Experimental loading of specimens

Figure 3 shows the evolution of horizontal strain field at different times. It can
be seen from the trend of changes that with the gradual application of the load,
the speckle field of the specimen surface gradually exhibits deformation localization
band and extends. The final morphology of the deformation localization band is in
agreement with the crack growth pattern, so that the displacement field and strain
field can be used to analyze the crack propagation process.

In combination with curve in Fig. 4 we can see for loading time of 133 s that the
local strain zone of the specimen surface extends to the interface position, and the
relative value of the horizontal strain is 0.000116 mm at this time. For the loading
time of 184 s, the local strain zone tip is still at the interface position and the length
does not increase, but at this time the relative value of the horizontal strain increases
rapidly to 0.001965 mm. The relative value of the horizontal strain at the crack tip
is in a slow growth phase in the initial stage of loading, but from 133s the relative
value of the horizontal strain rapidly increases, and after 190s it reaches the steady
state. From this we can see that when the crack is extended to the interface, the
crack tip loses the advantage of moving forward, crack growth reaches the steady
state, but the crack tip opening displacement increases rapidly, and the cracks blunt
phenomenon occurs here.
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Fig. 3. Horizontal strain field changes of specimen in different times: 1-13.5s,
2-133.6s, 3-184s, 4-190s

Figure 5 shows the evolution process of shear strain field. It was shown that
with the gradual application of the load, the shear strain of the crack surface also
exhibits a deformation localization band. Comparison with horizontal strain field
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Fig. 4. Time evolution of horizontal strain field

shows that localization band appear at the interface layer. It explains that when
crack extends to the interface layer where crack and interface layer join together,
the interface shear concentrates there.

Figure 6 shows the distribution of shear strain in the interface layer at different
times and different locations. It is obvious that shear strain of the interface in-
creases gradually after crack extends to the interface layer. It reached the maximum
0.006848 mm after 190s, which is much higher than in other places.

Curves in Fig.7 show the distributions of shear strain at different horizontal
positions for loading time of 190s. The slice a was located at the interface layer,
and points b, ¢ and d were located at the upper part of the interface layer. By
contrast, it is obvious that the shear strain of the interface layer is higher than
the those in other horizontal positions. Upward from the interface layer, the shear
strain decreases gradually and the maximum gradually decreases from 0.006848 mm
to 0.005871 mm, then to 0.004126 mm and finally to 0.001644 mm. It can be seen
from the above analysis that the crack gradually extends to the interface layer with
the load application. After a period of time, the crack stops growing and the hor-
izontal strain increases rapidly at the crack tip. It indicates that when the crack
tip open displacement increases rapidly, it is at the blunt stage. Meanwhile, shear
strain of the interface layer increases rapidly and is much higher than in other lo-
cations. Subsequently, the crack passes through the interface and extends inflected.
Therefore, increase of shear strain which results in crack blunt at the interface layer,
is the governing factor of inflected crack extension.

Based on the calculation method of stress intensity factor of I- and II-type crack,
the crack tip opening displacement and sliding displacement are extracted, and the
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Fig. 5. Shear strain field changes of specimen in different times: 1-13.5s,
2-133.6s, 3-184s, 4-190s
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Fig. 7. Shear strain field change curve at different positions

crack tip K; and Kj; are calculated. At the time of 133s, the crack tip Ki value is
0.12MPamm?®, K7 value is 0.0005 MPamm?®. It is obvious that the K value is far
greater than the Ky value, so that the latter one can be ignored. So before reaching
the interface bedding, the crack is I-type open crack. With the load application, K;
gradually increases up to 5.01 MPamm®?® at the time of 190s, while the Ky value
gradually increases to 2.04 MPamm"5 and the value of Ky;/Kj is 0.407. Coefficient
K1 has an impact on the expansion of the crack. The crack changes from I-type
to I-II composite crack, and then the crack extends deflected, the deflection angle
being about 37 degrees.
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3. Simulation study of I-type crack propagation

According to the three-point bending test method, the mechanical model of I-
type crack propagation was established, and the geometrical size, force and boundary
condition of the model are shown in Fig. 8. The finite element software ABAQUS is
used to calculate the finite element model of three point bending with initial crack.
The finite element model is shown in Fig. 9, where the fixed support model is applied
on the left, the sliding bearing is applied on the right, while in the middle of the
bottom span displacement load is applied, the speed of which being 0.03 mm /min.
CPE4 elements are used for the discretization grid. In order to analyze the crack
propagation, the grid encryption processing is adopted at the interface position.

l P

75mm

Interface v

75mm

Prefabricated crack

A 300mm A

A

»
>

Fig. 8. Mechanical model of three-point bending

A A

Fig. 9. Finite element model of three-point bending

Three following Figs. 10, 11 and 12 show evolutions of the crack. For better
visibility, some parts are magnified.

Figure 13 shows that along with the load application, the crack length increases
linearly with the load step, crack extends to the interface layer after 51 steps, crack
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Fig. 10. Time evolution of crack propagation
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Fig. 11. Crack tip morphology in different times (magnified ten times)

' il

Step (51) Step (61)

Fig. 12. Time evolution of circumferential principal stress of crack tip

growth length is 46 mm, and crack length is the same after 61 steps, which says that
between the 51st step to 61st step, the crack does not extend forward. From 70th
step the crack continues to extend again, but the direction of propagation changes.

Figure 14 shows that after the crack extends to the interface layer, with the
increase of the load step the crack tip opening displacement increases rapidly, from
3.12-10""m (51st step) to 4.385- 1075 m (61st step).
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4. Conclusion

In this paper, through the experimental and numerical simulation of I-type crack
propagation, the following conclusions are obtained:

1. After I-type crack extends to the interface layer, as the interface strength is
relatively low, the crack extend pauses, the crack tip opening displacement
increases, and the I-crack tip decouples and blunts.

2. During the crack blunt process, the interfacial shear strain increases rapidly
and interface shear strain is larger than other positions of shear strain. II-type
stress intensity factor increases the crack tip to the maximum circumferential
principal stress deflection, and I-type crack changes to I-II composite crack.

3. I-type crack tip caused by weak bedding, increased interfacial shear stress,
maximum circumferential principal stress direction deflection, and crack tran-
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sition from I-type to I-II type composite crack is are main control mechanisms
of deflected crack extension.
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Mathematical model to predict
production of fractured horizontal well
in tight gas reservoir and production
analysis'

YUE MING?, ZHU WEIYAO?#, SONG HONGQING?,
YANG LIANZHI?

Abstract. According to different flow state around the fractured horizontal well associated
with the threshold pressure gradient (TPG), combined with mass and momentum conservation
equations, a mathematical model for steady gas flow in single fracture of fractured horizontal well
was established. Considering the effect of interference between the fractures during the production
period, production prediction model of fractured horizontal well was presented. Numerical analysis
shows that the longer the fracture half-length, the bigger the productivity, but the productivity
growth is reduced, and there is an optimal fracture half-length; the bigger the fracture conductivity,
the bigger the productivity; the more the fracture quantity, the bigger productivity, but productivity
growth is reduced due to the interference between fractures.

Key words. Tight gas reservoir, fractured horizontal well, fracture disturbance, elliptical
flow.

1. Introduction

Tight sandstone gas resources in the global energy mix more and more important,
is a strategic area at oil and gas exploration and development in future. In recent
years, abundant tight sandstone gas resources were discovered in Ordos, Sichuan,
Turpan-Hami basins, and its reserves, natural gas production accounts for one-third
in China [1-4]. Compare to conventional gas reservoirs, it is difficult to develop
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and achieve economic production less than expected using only horizontal wells due
to complex geological occurrence of tight gas reservoir, dense reservoir, and small
effective discharge area around the wells [5-6]. Therefore, multi-stage fractured
horizontal wells are used to improve the well production and achieve cost-effective
development. Numerical Simulation method is often used to study on production of
fractured horizontal well, but complex data sources, long evaluation period, the ap-
plication is not simple and easy [7—9]. Combined mass and momentum conservation
equations, considering different flow characteristics [10-13], the fluid flow around the
fracture is divided into two regions, a mathematical model of fractured horizontal
wells in tight gas reservoirs was established, the analytic solution was obtained, pro-
ductivity prediction equation was derived to evaluate development effect of fractured
horizontal well intuitively.

2. Flow characteristics

The phenomena of non-Darcy flow in tight gas reservoir (TPG, slippage effect,
and high-velocity non-Darcy flow) can be theoretically explained from the molecular
force.

There are three forces during gas flow in the core: molecular adsorption between
gas molecules and rock surface, interaction between gas molecules and differential
pressure on both ends of cores.

Figure 1 shows the relationship between permeability and pressure gradient.

/ 2. Slippage effect

1. Effect of TPG 3. Darcy flow /

4. High-velocity Darcy flow

dp*/di

Fig. 1. Relationship between permeability and pressure gradient

As seen in the first stage of Fig. 1, the influence of adsorption force between gas
molecules and rock surface is remarkable. When rock contains other polar fluid such
as water or oil, the effect of gas TPG will be enhanced.
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As seen in the second stage of Fig.1, with the increase of gas pressure, gas
molecule density increases, the interaction between gas molecules enhances, and the
higher gas pressure, the lower the gas permeability. In this stage, the effect of
interaction between gas molecules is remarkable.

As seen in the third stage of Fig.1, slippage effect weakens gradually and gas
enters the stage of stable Darcy flow, when the driving force is in the dominate
status.

As seen in the fourth stage of Fig.1, with more increase of air pressure, gas
density becomes large, gas flow properties tend to be similar to the liquid flow, and
gas flow is high velocity non-Darcy flow.

Due to the tiny pore throat, ultra-low permeability and high water saturation,
the effect of TPG is the main influential factor of the production.

3. Conceptual model
3.1. Model assumption

Most hydraulic fracturing of horizontal wells are perforated after sealed with
packer. In this case, fluid flow from matrix to wellbore is not considered.

Assumptions are given before establishing production forecast model of fractured
horizontal as well as the reservoir is homogeneous and isotropic, gravity and capil-
lary pressure are neglected, as well as wellbore storage and skin effect, fracture is
symmetric around wellbore and located in the middle of layer with finite conductiv-
ity, fluid flows into fracture first and then flows into horizontal wellbore and fluid
is only produced through perforation and fracture in horizontal well with case hole
completion.

When the fractures of horizontal well are transverse, fluid flow could be divided
into two parts: ellipse-shaped flow from stratum to cracks in horizontal plane, which
is called external flow field, and linear and radial flow along cracks in vertical plane,
which field is called internal flow field.

4. Mathematical model of fractured horizontal well
4.1. Productivity model of single fracture

4.1.1. Elliptical flow. According to Liu Ciqun, flow field of horizontal well could
be recognized as isobaric ellipsoid and a family of hyperboloid streamline. Relation-
ship between rectangular coordinate system and ellipsoid coordinate system is as
follows:

r=acosn, y=bsinn,

a = x¢cosh(€), b= x¢sinh(§), (1)

where a and b are the major and minor axes of the ellipse, respectively, and xy is
the half-length of fracture.
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Fig. 2. Simplified schematic of flow field of fractured horizontal well

The mass conservation equation reads
div (pgv) =0,

where p, is the density of gas and v is its velocity.
The gas state equation may be expressed in the form:

_ TacZscpgse P
T T e T2

Here, T5. is the standard state temperature, pg. is the standard state pressure, Z.
is the compressibility factor at the standard state and pge. is the density of gas
at the standard state. Further, T, p and Z are the temperature, pressure and

compressibility, respectively, in the real conditions.
The fluid flow follows the Darcy’s law in elliptical flow region:

v= E(gradp—G’),
1

where k is the permeability of gas reservoir, p is the gas viscosity, and G denotes

the specific gravitational force acting on unit volume of gas.
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Incorporating (3) and (4) into (2), and using a Cartesian coordinates to describe
isobaric ellipse family, we get

d(P”U) _ kTchSCPgSC |:a <pap) C G P 8p:|

LYot L =0 5
dy pscT |0y \uZ dy "7z oy ’ ©)

where C,, is the gas compressibility coefficient.
Introducing the pseudo-pressure equation

«_o " P
"= Q/a 1(p)Z(p) . ©)

where p, is a known pressure. Well-suited to engineering needs, u(p)Z(p) can be
simplified as pZ, the value of u(p)Z(p) under constant temperature and average
pressure of formation.
In combination with (5) and (6) we obtain the general governing equation in the
form Lo A
m m
Q- C,G =0 (7)

dy
with constant-production inner boundary

*

dm _ DscT'Gsc
y = : (8)
dy kpgscTsc Zschas cosh(§)

§:€W7

The average minor axis of the inner boundary is
~ 2 (2 2x¢ sinh(&y,)
yw:*/ ydn = ———. 9)
m™Jo s
The constant-pressure outer boundary is characterized by the conditions

€:§i7 D = Pe, m*:m:a (10)

Here, &, is the elliptic coordinate near the wellbore, &; is the elliptic coordinate
of flow region and p, is the initial reservoir pressure.
The average minor axis of the outer boundary is

_ 2 (% 2x¢ sinh(&;
yi:*/ ydn=7()- (11)
s 0 s

The analytical solution can be written in the form

PscTgse [ 226998 (Ginh(&;) —sinh(£y ) }
g g = - : 1] 2
Mt e = o ToeZsewth cosh(€w )0, G L (12)
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4.2. High-velocity gas flow in fractures
The equation of motion in the fractures can be described as
_ K 2
—grad p = 7V + Bpv*, (13)
f

where k¢ is the permeability of fracture and [ is the high-speed nonlinear flow
coefficient. This coefficient can be determined from formula

0.005
B= k0505 (14)
The mass flow rate dividing cross-sectional area yields velocity
_ dm _ pgSCqSC (15)

v peA  2pgwh’

Integrating (12) from 0 to z¢, the analytical productivity equation in fracture
obtains the form

e i w0
4.3. Productivity equation in single fracture
Adding (11) and (16) yields productivity equation in one single fracture,
Me = Mrw = %ﬁ: +
+ < Pscl [e%@mh(si)fsmh(sw)) 1]+ sl > Gse.
2k pgscTsc Zscxeh cosh(&y ) C,G keTseZscwh

(17)

As (17) is a quadratic polynomial, the productivity formula is derived as

—b+Vb? — 4ac
fse = ———5—, (18)
2a
where
_ 2pschgscxfﬂ
Toe Zscw?h2p’
b— PscT 0 22S (sinh(€:) —sinh(€w)) _ 1} n 2psc Ty
2k pgscTsc Zscxeh cosh(éy ) CpG keTyeZscwh’

and

C= Mpy — Me -
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4.-4. Productivity equation of fractured horizontal well

When the horizontal well contains hydraulically caused several fractures, and
some flow regions formed by fractures have interference, it is possible to reduce
them to the one region. Assuming that every two elliptical flow regions intersect,
the intersection area is S;, and the production of single fracture considering the
interference is 5

in(lﬂ_a;bi)%ca i:1,~~~,n, (19)
where S; is the ith intersection area, g¢f; is the gas production of the ith single
fracture and n is the number of fractures. The ith intersection area is

1 1 i Wi
S, =2- (Waibi — —a;b; arccos y) -5 Yt

4 2 b, 2
1 1 i W;
+2- | —ma;11bi41 — za;41biy1 arccos yi) o it Yit1 s (20)
4 2 i1 2
where W; is the width of the ith fracture (i =1, ---, n — 1) and

T =

Wi o
5 Vi=

wi\?
1—( )1-1)?, i=1,2,---,n—1.
204

When there is no interference, S; = 0.
The productivity prediction equation of fractured horizontal well in tight sand-
stone reservoir was presented considering the interference between fractures

QSC = quz y (21)
=1

where Qg is the gas production of the horizontal well.

5. Analysis of influential factors

Numerical analysis is carried out using data of physical properties in Changling
gas field. Its parameters are as follows: reservoir thickness is 8 m, initial formation
pressure is 35 MPa, well bottom pressure is 25 MPa, TPG is 0.0l MPa-m™!, gas
viscosity at standard state is 0.027 mPa-s, gas density is 0.75kg-m ™3, temperature
in standard state is 293 K, reservoir temperature is 396 K, gas compressibility factor
is 0.89, radius of wellbore is 0.1 m, porosity is 0.08, permeability is 0.1 mD, length
of horizontal well is 1200 m, fracture quantity is 15, half-length of fracture is 150 m,
fracture width is 3 mm, and permeability of fracture is 1 D.

Fig. 3 shows the relationship between production rate and pressure drawdown
under different fracture half-length. As seen in the figure, production rate increases
with the increase of pressure drawdown. Besides, production rate increases with
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increasing fracture half-length under certain drawdown, and half-length of fracture
that ranges from 150 m to 200 m have a good effect to productivity.
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Fig. 3. Relationship between dropdown pressure and productivity under different
half-lengths of fractures

Fig. 4 shows the relationship between production rate and pressure drawdown un-
der different fracture conductivity. As seen in the figure, production rate increases
with the increase of pressure drawdown. Besides, production rate increases with in-
creasing fracture conductivity under certain drawdown. Improvement of the fracture
conductivity have a good effect on productivity.
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Fig. 4. Relationship between dropdown pressure and productivity under different
conductivities of fractures

Fig. 5 shows the relationship between production rate and pressure drawdown
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under different fracture quantity. As seen in the figure, production rate increases
with the increase of pressure drawdown under certain fracture quantity. Besides,
production rate increases with increasing fracture quantity under certain drawdown.
With increasing fracture quantity, production of fractured horizontal well increases
with decreasing increment and approaches a plateau due to the interference.
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Fig. 5. Relationship between dropdown pressure and productivity under different
fracture quantities

Fig. 6 shows the relationship between production rate and pressure drawdown
under different TPG. As seen in the figure, production rate increases with the in-
crease of pressure drawdown under certain TPG. Besides, production rate decreases
with increasing TPG under certain drawdown. The fluid is hard to flow, and control
area of well decreases due to the existence of TPG.

6. Conclusion

e The phenomena of non-Darcy flow in tight gas reservoir (TPG, slippage effect,
and high-velocity non-Darcy flow) can be theoretically explained from molec-
ular force, for high water-bearing tight gas reservoir, TPG being the main
influential factor.

e According to different flow regions around the fractured horizontal well, con-
sidering the existence of threshold pressure gradient when the fluid flow in
tight water-bearing gas reservoir, a mathematical model about fractured hor-
izontal well coupled with two flow regions was established ,as the pressure at
the junction of two regions equal, productivity equation of single fracture could
be presented.

e The longer the fracture half-length, the bigger the productivity, but the pro-
ductivity growth is reduced, and there is an optimal fracture half-length; the
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Fig. 6. Relationship between dropdown pressure and productivity under different
values of TPG

bigger the fracture conductivity, the bigger the productivity; the more the
fracture quantity, the bigger productivity, but productivity growth is reduced
due to the interference between fractures.
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Research on incentive mechanism of
supply chain based on RFID
technology'

XIN-YU PAN?Z

Abstract.  The changes of the investment behaviors of supply chain members are firstly
analyzed, when retailer uses the commitment contract as incentive mechanism. Secondly, based on
the retailer’s commitment contract and with the supplier’s reverse mechanism of price discounts,
the incentive effect and optimization function of the factors to supply chain, such as the order
quantity of retailer commitment, the supplier price discount coefficient, the inventory loss rate and
the identification success rate of RFID technology are studied.

Key words. RFID, applied research, supply chain, incentives..

1. Introduction

The supply chain is a system composed of a large number of enterprises whose
goal is to maximize their own interests by cooperation and competition. In the
process of cooperation, the decentralized decision of the main body often deviates
from the optimal result under the centralized decision. Therefore, the enterprises
need to establish a certain mutual binding mechanism to promote the supply chain
members to take positive measures to achieve information coordination, mutual in-
centives, and reasonable distribution of profits and other objectives. Supply chain
contract is to provide a reasonable and effective incentive measures to enhance the
overall performance of the supply chain, so that the optimal decisions of each subject
are the similar to the centralized decision under the optimal solution. The common
supply chain contracts include Revenue-sharing Contract, Quantity-discount Con-
tract, Price-discount Sharing Contract and Buyback Contract etc.

Revenue-sharing Contract refers to the contract form that the retailer will transfer
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to the supplier according to a certain proportion, which usually adopts the lower
wholesale price when the supplier delivers the goods. In the actual situation, the
franchise mode is a typical model of supply chain revenue sharing.

Quantity-discount Contract refers to the difference in the quantity of the buyer’s
order quantity in the process of the transaction. The greater the number of products
ordered by the buyer, the greater the wholesale price discount and the lower the price
is. It is a mean of promotion by the seller.

For the above supply chain contract, it has been already formed a more mature
research system and application mechanism. However, due to the limited presence
of rational people, contract design cannot satisfy all situations and solve all the
problems. Then it will rely on the reputation of both sides or others as guarantee
mechanism outside the negotiations between the two sides’ trade relationship and
legal constraints [1]. Thus it puts forward a new contract form of relational con-
tract, and gets further research and development. Williamson combines relational
contract and transaction cost theory, and points out that the relational contract has
a significant improvement in the investment of proprietary trading partners [2].

Commitment Contract is one form of the contractual relationship. It is a kind of
informal agreement or verbal agreement. On the basis of mutual trust between the
two sides, it is bound by the credibility of the utility of an individual self-enforcing
mechanism to promote the contract implementation. Cachon and Lariviere believe
that the information asymmetry between supply chain nodes promotes the forma-
tion of the commitment contract. They simulated the game process of the supply
chain enterprises: firstly after the manufacturer knows the products demand char-
acteristics, it puts forward contractual commitments about the initial amount of
related parts; secondly the supplier visits the income and opportunity cost of the
commitment of the contract, in order to determine the production; then the manu-
facturer determines the final parts of the order quantity with the actual production
requirements; finally the supplier organizes production. Although the actual de-
mand for the product is not certain when the contract is concluded, the study shows
that under certain conditions, the manufacturer’s commitment contract stimulates
the production of the supplier with higher production capacity [3]. The manufac-
turer and customer commitment contract was studied by Durango-Cohen and Yano.
Considering the partnership between guarantee punishment mechanism for the im-
plementation of the contract, namely if supplier’s commitment to supply is less than
the prediction of the customers, or suppliers do not meet the commitment amount
in the final delivery, then the supplier needs to burden the linear penalty cost. The
results show that the contractual commitments enhance the upstream and down-
stream information sharing level and reduce operating costs [4]. It can be found
that the implementation of contractual commitments effectively promotes the rev-
enue sharing and risk sharing, decrease operation costs and lay a good foundation
for long-term cooperation for the partners, when there are many uncertain factors
of supply chain decision-making situation. The combination of traditional contract
and relational contract can enhance the overall competitiveness of the supply chain
system.
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2. Research on incentive mechanism of retailer’s commitment
contract

Considering the incentive measures for the downstream retailer to adopt the
commitment contract, the decentralized decision-making supply chain system is in-
troduced, and the decision-making process of the two sides of the game is as follows
[5]. First of all, retailers promise the minimum quantity to upstream suppliers in
advance. The order quantity is set as A; secondly, according to the supplier’s com-
mitment to downstream, the retailers order quantity, combined with the prediction
of market demand and determine the period of the optimal production Q.. Fi-
nally, in the beginning of the season, retailers of the actual order quantity meet the
max{\, z}, where  denotes the products that satisfy actual market demands. In
this, the supplier continues to bear the retailer product cost caused by slow-moving
inventories of actual order quantity, and has a salvage value of the product. More-
over, if retailer’s actual sale is among (0, A), the residual value and inventory cost
of unsold products are managed and enjoyed by the retailers. It is assumed that
the unit inventory cost and the unit residual value of surplus products stored by
retailers are the same as that in suppliers, which are still h and v. On the other
hand, if the retailer sells the products, he usually cannot meet the actual needs of
customers. Both retailers and suppliers will suffer from the loss of reputation and
other aspects, and the unit out of stock losses are gg and gg, because products have
loss in the process of suppliers managing inventory, and RFID technology cannot
completely eliminate it. Thus, there is still g. = (1 —e+6e)Q., where g. denotes the
amount of products for the normal sales that suppliers can provide when retailers
use commitment contract.

In the following text, the choice of different commitments for retailers, the game
process and the optimal decision-making of the two sides are discussed.

2.1. Case 1: \ < q.

Under the model of suppliers managing inventory, when suppliers know that the
committed order quantity of retailers is less than the amount of products that can
be offered for normal sales, then after using RFID technology, the expected profit
function can be expressed as:

A1 qc1 0o
Hézw[/o )qf(x)dx—f—/)\ mf(m)dx+/1 qclf(x)dm] -

1

—gs/jo (z—ql) f(@)dz — (c+1)Q} —

A1 a
—(h =) [/o (g2 — M) f(x)der/ (a2 —z) f(x) dx] ) (1)

A1
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where \; and ¢! denote the retailer’s commitment to order quantity and the supplier
can be used for the normal sales of the product. In the formula, the first retailers
use a commitment contract and the supplier can obtain the income. The second,
third and fourth retailers indicate the production cost of the supplier of out of stock
losses, inventory cost, residual value of products and all products. The retailer’s
expected return function can be expressed as

mh=p U Cf(@)dot [ q3f<x>dx] -

00 A1
o [ (xqi)f(x)dx(hv)l/o (Alx)f(w)dz]

1
c

A1 qt o

—wl/ Alf(at)dx-i-/ :Ef(sc)d:c—i-/ qclf(:v)dx] : (2)
0 A ¢

Supplier gets retailer’s commits order quantity, understands the relationship between

the amount of commitment and amount of production that is available to the market

demand. So the supplier’s expected profit is given by the condition that the first

derivative of the normal product sales volume is 0, in other words

OTIL %e ¢
S — (wagsth-v) [ fla)de+ (wtgs) - ——

= B I—
dq} 0 1—e+0e

The amount of products for normal sales, that makes the value of the equation
(1) maximum under commitment contract, can be obtained, that is ¢! = ¢}. Thus,
when A < ¢, the optimal production of suppliers is still the production without
using any incentive mechanism, that is Q! = QF, which has nothing to do with the
amount that retailers committed. X

For term IIY, its first derivative with respect to A1, i.e. gl;\lf = (w+h -

v) O)‘l f(z)dz > 0 means that under the promise of the contract, supplier re-

turns, which is accompanied by an increase in the amount of upstream partners
committed to increase in the amount. From (2) it can be obtained that when

1
%HTII* = —(w+h—v) fo)‘l f(z)dz < 0, it means that the retailer’s revenue with
the increase in the amount of commitment reduces, and from the derivative of IT
1 1
with respect to ¢!, i.e. %lgf‘ = —(p+gr—w) (f0° flx)dx — 1) > 0 it follows that the

retailer revenue is an increasing function of the supplier’s sales volume. Therefore,
for the retailers, when the committed quantity which is expected to be ordered to
the suppliers meets the condition of A < ¢., it can be expected that the product
quantity that suppliers can sell is ¢7, so the best decision is A] = 0. Because the
amount of commitment in this case does not lead to the increase in the amount of
suppliers available for normal sales, it will not bring the increase in the revenue of
the retailer himself.

Therefore, for the case 1, under the consideration of their own profit to be maxi-
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mize, the optimal committed amount of the retailer will be A} = 0, and the supplier’s
best output will not change, that is, Q1* = Q1.. So the maximum expected return
of suppliers and retailers is still II{* = 7l*, Ik = wk*.

2.2. Case 2: \ > q.

When \ > gq., the supplier that should meet the retailer’s order as the production
target, can achieve its revenue maximization, so the optimal production amount is
Q% = 17)\52+*ee' Symbols @Q? and \g, respectively, denote in this case the supplier’s
production and the retailer’s commitment. If the retailer forecasts that his commit-
ment will be greater than the amount of the product that is available for normal

sales, that is, A > gq., the expected payoff function can be expressed as

Ao oo
I1% :pl/o xf(x)dx+[\ )\2f(.’1:)d.'1;| — WAy —

2

0o A2
o [ @=X)@dr— (=0 [ (=)@ (3)
2

Because 113 is the strict concave function about its committed amount Ao, it can
be obtained that the committed order amount A5, which makes the value of equation
(3) the largest, satisfies F'(\3) = ﬁ%. Still assuming that the market demand
is subject to the uniform distribution of (0, D), then in the case 2, the retailer’s
best commitment to the amount of \j = D-PTIR—“_ At this point, the supplier’s

A R p+gr+h—v
expected return function is

+oo )\3

H%=m;—gs/ (v = A3) f(z)da — (c+1)
A

—_— . 4
: 1—e+0e )

The maximum expected revenue functions of the retailer and supplier are then
simplified, respectively:

D p+gr—w \° D
Oy =—(p+gr+h—v < - Z g, 5
5 (P+9r ) PR— — 5 IR (5)
and
pP+gr—w c+t gs P+ gr —w D
n*=p- 29" % (hi4gq——T" I FTIR * ) T,
s p+gR+hv( ST et be 2 p+gR+hv) 998

(6)

Comprehending the analyses of Case 1 and Case 2, the range of the committed
order quantity of the retailers is {A3,0}. When the committed order quantity of
the retailers is 0, the optimal production of the suppliers is Q1* = Q.. When the
committed order quantity of the retailers is positive, and ordering A = As., the
suppliers orgazlize production to fulfill the orders, and the most optimal production

is Q% = %ﬁ-&e' Only when A5 > ¢f and HQR* > W%{* are both established, the
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retailer will select the optimal commitment amount of As.. To simplify these two
inequalities, the condition of the optimal commitment amount of the retailers is A3

P+ gr —w (I1—e+fe)(wtgs)—c—t
p+gr+h—v (1—e+be)(w+gs+h—v)

(I1—e+0e)(h—v)+c+t 1)
(I—e+0e)(w+gs+h—0)

If the satisfying parameter set is recorded as Ry, the values of all variables are
within the set. Retailers have the will to forwardly choose the positive commitment
amount, and compared with the situation that commitment contract is not imported,
the suppliers’ expected profit has been improved. Moreover, the profit changes of
suppliers increase in most cases.

1+

3. Supplier price discount mechanism based on commitment
contract

On the basis of retailers adopting commitment contract, considering the suppli-
ers giving commitment amount a price discount of 7, then the wholesale price of
advanced order part is Tw. At this time, the members of the supply chain decision-
making process [6] are as follows: first, the suppliers that need to determine the
commitment ordering products can enjoy the discount coefficient 7; second, retail-
ers reference price discount coefficient determined its commitments to the supplier
minimum order quantity A; then, suppliers according to the commitment ordering
quantity to determine the optimal yield Q4 (at this time, for the amount of product
sales and normal ¢; = (1 —e+6e)Qq). Finally, after the beginning of selling season,
the actual order quantity of retailers should meet max{\,z}, = being the actual
market demand. According to the following two cases, the expected return of the
two parties in the supplier’s price discount mechanism is discussed separately.

3.1. Case 3: A < qq

Under VMI model [7], [8], when the supplier learned that the downstream part-
ner’s commitment order amount would be within the range, then by using RFID
technology, its expected return function is

M = w [/OASAgf(a:)dz+/}\qéxf(x)dx+/+mqéf(x)dx] _

3 q(li

- /+Oo(x— 1)f(:v)dx—67+tl—(1— JwAs —
98 a 1 1—c+ el T

A3 ai
—(h—v) [ / (g} — \a)f(x) da + / (g} - 2)f () dx] | (8)

3
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The g} and A3, respectively, refer to the amount of products available for sale
and retailer’s early commitment. For suppliers, because IIZ is the strictly concave
function of qé, so it makes its derivative 0, that is %71;113 = 0, it can be obtained that ,
under the mechanism that retailer using the commit(inent contract and the supplier
using the price discount, the product quantity for the normal sales that making
expect profit of the upstream suppliers maximum is ¢}* = ¢}. So when \ < g,
the supplier will eventually still choose Q] as the most excellent production of this
period, the value of the retailer’s commitment to order and supplier price discounts
are not related.

On the other hand, for the retailer, when A < gqq, its revenue function can be
expressed as

q(ll +oo —+oo
H3R=p[/0 Jrff(ﬂﬁ)dﬂ/ a3 f(x ] QR/q (z —qq) f(z)dz +

ag

A3
+ (1 —T)wA — (h—v)/o (A3 —z) f(z)dz —

W [/OA Agf(x)dx+AZé zf(z) dx+/q;°o q;f(x)dx] : (9)

%HR > (0 can be

obtained. It can be seen that the retailer’s profit is an increasing function of the

Calculating the first-order derivative of II§ with respect to g}*,

3
product quantity available for sale of the suppliers. Ordering %HT‘; = —(w+h-

v) A f(@)dx+ (1 —7)w = 0 it can be got that, that in case 3, the retailer’s optimal

0
commitment amount is \j = F~1 (U=«
w+h—v

commitment amount that making the suppliers’ expected profit minimum in case 3.
On the basis of  ~ U(0, D), equations (8) and (9) can be simplified as follows

, the commitment amount is also the

3% _ _QI* _ 2_ _ /\g* _ *
Iy = qre(p + gr — w)(1 2D) gR2 (w+h v)2D+(1 T)wAS, (10)

H3*

D %,
5D 5QS+(w+h—U)2D

When comparing the retailer’s commitment to the quantity of products provided
by the supplier can be used for the normal sales quantity, the increase of the supplier’s
price discount mechanism, the income of the members of the supply chain is changed,
as follows

(W+gs+h-v)gi, - —(1=7)wAs..  (11)

¥ D[(1 - 7)w]?
3% 1*:73 o el A aed B
Iy — 7y 2(1 T)w 2(w—|—h—v)>0’
A3 D1 —7)w]?
HS*_ 1*:_73 1— el 8 S B .
" —mg 2( T)w 2(w+h—v)<0
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Relative to case 1, the incentive mechanism taken by the supplier can increase
the retailer maximum expected profit, and decline its own expected revenue. The
higher price discount 7 takes, the smaller retailers’ profit increment is. Therefore,
when A < qq, the supplier’s optimal decision is not to provide a price discount;
and the retailer’s optimal decision is A5 = 0. At the same time the supplier’s most
excellent production has not changed, is still Q1.

3.2. Case 4: X\ > qq

When the supplier knows the retailer’s commitment order quantity is greater than
its production which can be used for normal sales, the supplier will make to order,
so the optimal production quantity is Q% = A\4/(1 — e + fe), Q3% and A4 represent
the supplier’s production and retailer’s commitment order quantity in case 4. When
A > qq, the upstream supplier’s revenue function is

m = p l/()/\4xf(cc)dx+//\+oo/\4f(x)dx] -

4

+o00 A4
—gR/)\ (x — Ag) f(z)dx — (h—v)/o (M —2)f(x)de — TwAy . (12)
4

In the same way, when the commitment order quantity A} meets F(\}) = (p +
gr — Tw)/(p + gr + h — v), the retailers expect the maximum revenue. Apparently
A; > A3, which means that the supplier’s price discount mechanism can improve the
retailer’s commitment order quantity relative to case 2. If it is still assumed that
the market demand is subject to the uniform distribution of (0, D), then the optimal
commitment quantity of the retailer, the maximum expected return of the supplier,
and the maximum expected profit of the retailer are, respectively

* P+ gr —TW

Ne=p—2 % 13
* ptygr+h—v (13)

P+ Ygr—TwW c+ti gs P+tgr—TW D

*x=—p£tosn = - S FTIR T )

S p+gR+hv(7w+gs l—e+0e 2 p+gR+hv> 298’
(14)
D P+ gr — TW > D

Iy == (p+gr+h—v) | ——"—] —=9r. 15
R 2(27 IR ) Prorth—v 29R (15)

3.3. Result analysis

3.8.1. Situation 1. Comparison of the price discount mechanism before and after
the retailer’s maximum expected return changes. From (5) and (15) we get

Dw
Iy — 3 = wr? —2(p+ T—w+2(p+ .
R R 2(p+gR+h—v) [ (p QR) (P QR)}
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Obviously, when (p + gr)/w > 1, the retailer’s expected return decreases with the
increase of the supplier’s price discount coefficient, so when 7 < 1, the maximum
expected return of the retailer is increased, which is similar to the conclusion of Case
3.

3.8.2. Situation 2. Compare the maximum expected return of the supplier be-
fore and after the use of the price discount mechanism.

By comparing (6) and (14), when the other factors are constant, II&* is the
function about the price discount coefficient 7 function, therefore, Hé* about 7, and,
therefore, its first-order derivative is

81'[%*_ Dw
or  ptgrt+h-—v
gs c+t gs (p+ gr)
w2+ ——=——)7+p+gr—gs + -
[ < p+gR+h—v> P IR 9s l—e+6e p+gr+h—v
As 82 4 2
g™ —D
S = d 2+ 95 ) <0,
or ptgr+h—v ptgr+h—v
put ans = 0, and then we get the maximum price discount below which can make

the suppher’s expected return Hé* maximum

+t gs(p+gr)
Pt+gr—9gs+ 1 CeJrGe + png+hPiv

w(2+

*

T
p+qR+h v)

When 0 < 7% < 1, then compared to the situation two, the supplier adopts the price
discount mechanism and the maximum expected return will be increased.
However, only when A} > ¢f and II* > 7} are both established, the retailer will
choose A} for its commitment amount. By simplifying these two inequalities, the
condition that the retailer chooses the optimal commitment amount for A} is:

(p+ gr — Tw)* (I—e+be)(w+gs)—c—t
pt+gr+h—v (1—e+be)(w+gs+h—ov)
)

(I1—e+68e)(h—v)+c+t
(I—e+0e)(w+gs+h—v)
If the parameter set that satisfies (16) is recorded as $2, when all the parameters

are in the collection, the retailer will take the initiative to select the A\}’s commitment
order quantity. Obviously Ry O R;. Also if

(ptgr—w) 1+ (16)

+t gs(p+gr)
PHYr—9gs+1 Ce+9@ + pF+gr+h—v

w(2+

<1

0< 7=
p+gn+h v)

is established, the manufacturer’s profit will yield higher than the price discount
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mechanism is adopted, namely in the retailer commitment contract basis, the sup-
plier adopts reasonable price discount mechanism can realize the downstream of the
game on the side of the Pareto improvement [9].

4. Numerical analysis

The method of numerical simulation is used to analyze and explain the investment
decision-making of RFID in the supply chain members. Assume that the market
demand for the product obeys a uniform distribution U(0,2000) and the unit cost
of wholesale products, value and price, respectively, are w = 26, v = 9 and p = 35.
The supplier’s unit production costs and inventory costs are ¢ = 16 and h = 4. The
two sides of the game out of stock losses are gs = 6 and gg = 5. The RFID tag cost
t = 1. According to the calculation and analysis, we can see that the inventory loss
rate of the supplier needs to meet the 0 < e < 0.48 and the cooperation intention of
the VMI model can be reached. We can distinguish two cases

4.1. Situation 1

When the retailer uses a commitment contract, the effect of inventory loss rate
and RFID technology identification success rate affects the revenue of supply chain
members.

From the previous analysis, we can conclude that when retailer takes contractual
commitments to encourage suppliers to implement RFID technology, if the com-
mitment amount is small (such as Case 1) to downstream retailers, the choice of
the optimal strategy is not the commitment contract [10]. Therefore, this situation
cannot be verified numerically. If retailer’s commitment ordering quantity satisfies
the assumptions in Case 2, it can be shown by the numerical simulation that the
retailer’s optimal commitment order quantity A5 = 800, this value is uncorrelated
to the rate of supplier’ shrinkage and the rate of RFID’s identification. Figure 1
shows the impact of the vendor’s inventory loss rate and the RFID technology on
the identification success rate of the inventory inaccuracy problem on the optimal
commitment amount of retailer selection Case 2. As shown in Fig. 1, when the rate
of supplier’ shrinkage and the rate of RFID’s identification are below the curve, the
commitment contract used by retailer will increase its maximal expected revenue,
and make itself more positive to adopt incentive mechanism to promote the sup-
pliers to implement RFID . Clearly, only the supplier’s loss rate is at a high level
(e > 0.345), while the RFID technology is at a low level (§ < 0.3) when the recogni-
tion success rate is at a low level. But in the actual situation, the recognition success
rate of RFID technology is obviously not always at the level of 30 %.

On the other hand, in terms of different RFID identification success rate (order
6 = 0.3, 0 = 0.6 and # = 0.9, respectively), the impact of the retailer’s commit-
ment to its maximum expected return is shown in Fig.2. Obviously, the retailer’s
commitment contract can significantly improve the supplier’s maximum expected
return, and the supplier’s income difference increases with the increase of inventory
loss rate, showing a trend of first increasing and then decreasing. With the increase

**% March 8, 2017 HF**
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Fig. 1. Conditions for the retailer to select the optimal commitment order
quantity in Case 2

of the recognition success rate of the RFID technology, the difference between the
maximum expected return and the difference of the maximum expected return of
the suppliers is basically a downward trend compared to the situation without using
any incentive mechanism. This shows that the higher the recognition success rate
of RFID technology is based on the above numerical assumptions, the more stable
the retailer’s incentive mechanism is to the supplier’s effect.
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Fig. 2. Effect of different RFID recognition success rate on supplier’s benefit in
Case 2
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It can be seen, based on the above numerical assumptions, that in case 2 retailers
can benefit from the promise of the contract conditions being more limited, and
in most cases, the supplier can get the expected revenue growth. Therefore, the
promotion of RFID technology in the supply chain member enterprises only relies
on the incentive contract of the retailer, cannot achieve the expected effect and the
dominant side may be the first to abandon the implementation of RFID technology.
This is why there is few successful cases that commitment contract or minimum
order quantity contract is used by one side.

4.2. Situation 2

We will discuss the effect of the price discount coefficient on the income of the
members of the supply chain when the supplier adopts the price discount mechanism
in this part.

Case 3 shows that when the supplier uses the mechanism of price discounts,
the more discount factor increases, the less retailer’s profits increment is, and the
less supplier’s revenue decrement is. The trend of supplier’s revenue decrement
is more obvious. So this paper does not carry out numerical analysis for case 3.
According to the above numerical simulation, in Case 4 it can be obtained that
the supplier’s optimal discount coefficient is 7« = 1.03 > 1, which shows that the
supplier’s optimal decision is not to use the price discount mechanism.Figure 3 shows
that the trend of supplier’s expected revenue compared with the situation without
contract in Case 4. Apparently, combination contract by both sides can increase
the supplier’s maximal expected revenue, but the changes of income is less than the
numerical simulation results in Case 2. When the recognition success rate of RFID
technology is maintained at a certain level, the amount of revenue increases with
the increase of inventory losses, showing a trend of first increase and then decrease.
At the same time, with RFID recognition success rate it continues to increase and
income increased steadily, when 6§ = 0.9 basically shows slowly increasing trend.

4.3. Situation 3

We will discuss the effect of the inventory loss rate and the RFID identifica-
tion success rate on the retailer’s parameter set when the supplier adopts the price
discount mechanism.

Order 7« = 0.9, the case 4 shows that, when the other factors are constant,
the range of $; is larger than R obviously, as shown in Fig. 4. It means that
adopting price discount mechanism by suppliers can encourage the retailer to order
in advance significantly. With the increasing of supplier price discounts, retailer are
more willing to commitment contract and make more profit from the cooperation.

It can be seen that, based on the above numerical assumptions, that in Case 4 the
value range that the retailer can benefit from the commitment contract significantly,
increased. Moreover, in most cases, the supplier can get the growth of expected
profit. Therefore, relying on the joint efforts of both sides he can significantly ac-
celerate the implementation and promotion of the RFID technology in the supply
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Fig. 4. The conditions for the retailer to adopt the promise contract in Case 4

chain system.

5. Conclusion

This paper studies the incentive mechanism of supply chain members to promote
the RFID technology. First of all, retailers consider long-term cooperation to take
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the commitment to promote the implementation RFID technology of the upstream
supplier. Second, the supplier uses the incentive mechanism of price discounts in
the amount of retail’s commitment in advance. The results of theoretical research
and numerical analysis show that when the retailer’s commitment is smaller, the
maximum expected return of both parties is consistent with that of no contract
(case 1 and case 3). When the amount of retail’s commitment is large, adopting
A5 =D(p+gr —w)/(p+ gr + h —v) as the retail’s advanced order quantity, and
meeting the requirement of R, for all the parameters can realize Pareto improvement
for both sides. As well as using A} = D(p+gr — 7w)/(p+ gr +h — v) as the retail’s
advanced order quantity, and 7 (0 < 7+ < 1) as the supplier’s optimal discount
coefficient, and meeting the requirement of Ro for all the parameters can realize
Pareto improvement for both sides.
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SVM-based bridge health condition
evaluation forecasting function method
and evaluation criteria’

JIANYING REN?, MUBIAO SU*®

Abstract. A new method for bridge structure health condition evaluation is proposed, i.e.
the forecasting function method, and probes into the determination of evaluation criteria. First,
Least Square Support Vector Regression (LS-SVR) is used to establish the forecasting function.
Then, the confidence interval is used to determine the first evaluation criterion el and the second
evaluation criterion €2 is determined for bridge structure health condition evaluation. Finally,
the difference between measured node deflection and predicted node deflection is calculated and
compared with both evaluation criteria for purpose of bridge structure health condition evaluation.

Key words. Deflection, forecasting function, least square support vector regression (LS-
SVR), evaluation criterion, steel truss bridge.

1. Introduction

In view of the fact that frequent bridge accidents like sudden break-off etc. led
to material casualties and property losses, people begin to pay close attention to
bridge engineering safety [1]. Many factors may cause bridge collapse, but it is
certain that the long-term effect of loads and the material fatigue, corrosion and
ageing together with the lack of timely maintenance bring about internal damage
accumulation and resistance deterioration of bridge structure, thereby resulting in
accidents [2]. Effective means shall be timely employed to monitor and evaluate
the health condition of a large number of bridge structures in service and other
infrastructures so as to identify the structure damage in a timely manner and give
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early warning on possible disasters so as to avoid tragedies [3]-[5].

China has established health monitoring systems at scores of bridges like Jiangyin
Bridge, Humen Bridge, Nanjing Yangtze River Bridge, Runyang Bridge, Sutong
Bridge, Wuhu Yangtze River Bridge and Hangzhou Bay Sea-Crossing Bridge since
the 1990s, having gathered abundant research findings [6]. Principal indicators for
bridge structure health condition evaluation are structural dynamic characteristic
indicators like frequency, vibration mode and modal damping [7] etc., which is vul-
nerable to external environmental noise, and their practical application effectiveness
leaves much to be desired.

For the above reasons, this paper employs the latest data mining method, i.e.
SVM based on bridge structure deflection to propose a new method for bridge struc-
ture health condition evaluation on basis of reference [8], and probes into the method
for determining evaluation criteria.

2. Rationale of forecasting function method
2.1. Forecasting function model

Obtain substantive measured data samples of bridge structures in good condi-
tion using the bridge structural health monitoring system, and establish the fore-
casting function relationship between dependent variables and independent variables
of bridge structure using such data mining methods as Support Vector Regression

Machine
{y}:{f(P,I,t,)“-}, (1)

where {y} is a dependent variable, f(-) means a mapping function, P represents the
load condition, x stands for the load position, T means the environmental factor,
and so on.

2.2. FEvaluation criteria €li and €2i

The determination of evaluation criteria €li and €2i, (i = 1, 2, --- , n referring
to the number of measuring point), as the key technique for forecasting function
method, is currently considered one of the major and difficult issues that must be
addressed during bridge structure health condition evaluation.

2.2.1. Determination of €li. The value of €li, : = 1, 2, --- | n is equivalent to
the “normal value” specified in the railway bridge assessment specification. Assign
significance level « to the residual error between the predicted value and measured
value that obey normal distribution, then Pa = « should be of low probability.
Determine the value of m through table look-up based on significance level of o and
the distribution regularity of residual error, and the confidence interval should be

[gi_msiagi+m5i]a i:1a27"'7L7"'n7 (2)
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where g; is the predicted value of variable dependent on intact bridge structure and
S; denotes the standard deviation whose value is given by

N

S; = % > (s - bij)? (3)

j=1

wherey;; means the jth measured value of the ith dependent variable, g;; is the
jth predicted value of the ith dependent variable and N stands for the number of
samples. The measured value is considered normal when it falls in confidence in
interval (2), otherwise, an anomaly is considered to exist. Thus, it can be seen that
the evaluation criterion €li could be determined using the following formula

eli=msS;, i=1,2,---,L,---n. (4)

2.2.2. Determination of €2i. According to the allowable values (e.g. allowable
deflection and stress) of bridge structure response allowed by relevant bridge design
codes and examination specifications, the structure is considered unsafe when the
bridge structural health monitoring system detects that the measured value of a
certain dependent variable exceeds the allowable value. However, the said allowable
values are normally safety thresholds for structural response of designated section
(mid-span section). Nevertheless, since the load applied is smaller than designed
load during practical operation of bridge structure, bridge structure suffers from a
certain degree of damage, and the response values of bridge structure detected by
monitoring system normally fail to meet specification-defined safety threshold. As
a result, it is impossible for monitoring system to release early warning information
in a timely manner. To the end, this paper plans to employ the finite element
model that is the closest to the practical structure after model modification, and
to appropriately discount the integral stiffness of such finite element model (for
example, 90% of stiffness in good condition after discounting indicates a damage
degree by 10%).

2.3. Forecasting function method for bridge structure health
condition evaluation

Figure 1 shows the process of forecasting function method for bridge structure
health condition evaluation.

3. Support vector machine

Support Vector Machine [9] (SVM), as proposed by Vapnik et al. during pe-
riod from 1992 to 1995, is the latest and most practical part of statistical learning
theory and the youngest and fastest growing data mining method. SVM is divided
into Support Vector Classification (SVC) and Support Vector Regression (SVR) by
application. Since process for establishing forecasting function in this paper is a
regression problem, the least squares-support vector regression (LS-SVR) [9] is used
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Fig. 1. Flow chart of forecasting function method

to build the forecasting function. As a variant of general support vector regression
method, LS-SVR replaces inequality constraint with equality constraint and con-
verts the solving problem of quadratic programming into solving problem of system
of linear equations, thereby significantly simplifying the calculation and improving
the training rate.

4. Calculation example

In view of the fact that the impact coefficient for long-span railway bridge struc-
ture is relatively small (1 4+ p < 1.05 [7]), when a train passes through the bridge,
the train load is taken as quasi-static load for field test to monitor the deflection
of bridge structure (dependent variable) as well as the substantive data samples of
train velocity, axle weight and ambient temperature etc. (independent variables),
and to analyze the law that the deflection of bridge structure changes along with
the change in such independent variables as train velocity, axle weight and ambient
temperature by establishing the forecasting function relationship between dependent
variable and independent variable using data mining method based on monitoring
data.

A 64m single line rail simply-supported steel truss bridge is taken as an example
to verify the application of forecasting function method for bridge structure health
condition evaluation. In order to describe the implementation procedure of this
method, a main beam piece of the 64 m single line rail simply-supported steel truss
bridge is used as research object (Fig. 2) to simplify the calculation. The dependent
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variable is the deflection of lower chord nodes 2-8. The independent variables are
load condition and load position in this paper. Since this is a simulation bridge
structure, all data samples are obtained by adding computed result of finite element
model to noise.

y 10 g 1149 12 44 13 45 14 43 15 44 16

Fig. 2. Finite element model

4.1. Finite element model

The plane rod element is used to build the plane finite element calculation model
for a piece of main truss. There are in total 16 nodes (Fig. 2, larger normal letters),
and the rod piece between each two nodes is taken as a unit. A total of 29 rod
units (Fig. 2, smaller boldface letters) are determined, the unit elasticity modulus
E = 210 GPa, the sectional dimension is as bridge drawing. Constrain the vertical
and longitudinal line displacement simulation fixed hinge support along the bridge
at node 1, and constrain the vertical line displacement simulation movable hinged
support at node 9.

Load condition: single locomotive, dual locomotives, triple locomotives, single
train (1 locomotive connected to 8 carriages, this arrangement makes it possible to
cover the bridge and keep such a state for a certain period of time), dual trains (2
locomotives connected to 8 carriages). The locomotives are of Dongfeng-IV with an
axle weight of 23 t as shown in Fig. 3, the carriage is of model C62 with an axle weight
of 20.15t as shown in Fig. 4 [10]. The effect of vehicle-bridge coupled vibration is not
taken into account, the deflection at each lower chord node (nodes 2-8) is calculated
by simplifying train load to a series of static loads moving on the bridge.

4.2. Establishment of deflection forecasting function for
each lower chord node

Five load conditions are taken into consideration. The train moves from left to
right with a loading step of 4 m, the calculation start when the first front wheel of
the train gets in contact with the bridge (the position of the first wheel set is 0) until
the last rear wheel set gets off the bridge (the position of the first wheel set: bridge
length + train length). Independent variables of forecasting function: quantity of
carriages x1 (0 or 8), quantity of locomotives x2 (1, 2 or 3), position of the first wheel
set of train x3 (value range from 0 to bridge length + train length), locomotive axle
weight and carriage axle weight are not taken as independent variables since they are
constants, the dependent variable is the deflection of seven lower chord nodes. Each
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node is provided with 178 training data samples. In order to check the generalization
of forecasting function, the load step for test sample calculation is 5 m (different from
the step chosen for training sample, i.e. 4m) so as to ensure most data in test sample
are not included in training sample (142 in total). Use LS-SVR and training set for
the regression of deflection forecasting function for each node (7 forecasting functions
in total).

6x23t

vy Vv v v vy
1818 84 18,1827,

, 21.1

< |

Fig. 3. Schematic diagram of axle weight and wheel base of Dongfeng-IV
locomotive (dimensions in m)

4x20.151
i3 3
1.496 17 75,149
le 13.44 >

Fig. 4. Schematic diagram of axle weight and wheel base of carriage C62
(dimensions in m)

Substitute the independent variable {z;1,x;2, 3}, (i = 1,2, -+, 142) in test
set sample into the deflection forecasting function for above 7 lower chord nodes,
respectively, to work out the corresponding predicted value of deflection. Fig. 5 and
Fig. 6 are the comparison charts between the predicted value of deflection of the five
nodes and the deflection value calculated using finite element model. The condition
is almost consistent at other nodes. Computational formula for residual error is
determined from the formula

€ITOr = Ycalculated — Ypredicted » (5)

where Yealculated means the deflection calculated by finite element method and ypredicted
represents the deflection calculated from the forecasting function.

As shown in Figs.5 and 6, the predicted deflection fits well with theoretical cal-
culated deflection of the 5 lower chord nodes. The forecasting function for node
deflection established with LS-SVR is reliable and well generalized, all residual er-
rors being within the range of 0.2 mm and symmetrically distributed about zero
line. The substantial consistency with normal distribution means that the predicted
deflection has no abnormal value.
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Fig. 6. Residual plot of predicted values and theoretically calculated values of
lower chord nodes

4.3. Determination of evaluation criteria conclusions

The criteria €15 and eg (k being the number of the node, 2 < k < 8) for
evaluation of the bridge with the forecasting function of each node are determined
by the method described in Section 1.2.
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4.8.1. Determination of the first evaluation criterion 1. Since the data sample
contains no measured data in this paper, the measured deflection is to be simulated
by adding Gaussian random number to the deflection in calculated data sample

Yimeasured = Yicalculated * (1 + ERz) , (6)

where 7 is the data sample number (1 < ¢ < 142), Yimeasured denotes the ith simulated
measured deflection, ¥;calculated r€presents the ith theoretically calculated deflection,
R; stands for the ith normal distribution random number with the mean equal to 0
and variance equal to 1 and ¢ is the level of noise.

The noise level € in this paper is 3%, in other words e = 0.03. Substitute now
the simulated measured data sample with a noise level of 3% into formulae (3) and
(4), and assume that the significance level @ = 0.05. Then m = 1.96 according to
table look-up.

Table 1 shows the evaluation criterion 1 for each lower chord node.

Table 1. Evaluation criterion €1 in mm for each lower chord node

Node number k 2 3 4 5 6 7 8
€1k 0.8 1.2 1.4 1.6 1.4 1.2 0.8

According to the analysis of €1, of each node, the mid-span node 5 has the largest
value of e1;, which decreases gradually towards both ends, while the end nodes 2
and 8 have the smallest values of £1k.

4.3.2. Determination of the first evaluation criterion eg). According to the Fun-
damental Code for Design on Railway Bridge and Culvert [11], the allowable value
of the mid-span deflection of simply-supported steel truss bridge is equal to 1/900
of the span. Since the span of steel truss bridge in this study is 64 m, the allowable
mid-span deflection f =64/900 = 0.0711m = 71.1 mm.

The second evaluation criterion eg4 for each lower chord point under any con-
dition is calculated, when elasticity modulus of all units in finite element model
(Fig.2) is reduced by 10%. Table 2 shows the values of a4 for each lower chord
point under various load conditions.

de(%) _ E - Awithout damage — E - Awin damage 100% =
EAwith damage
_ AWithout damage — AWith damage 100% (7)

AWith damage

where E' means the elasticity modulus of material, Awithout damage is the sectional
area determined when the rod piece is free of damage and Aw it damage represents
the sectional area determined when the rod piece is damaged. Table 2 shows the
evaluation criterion ea4; for each lower chord node under various load conditions.
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Table 2. Evaluation criterion €245 in mm
for each lower chord node under various load conditions

Load condition node 2 | node 3 | node4 | node 5 | node 6 | node 7 | node 8
Single locomotive 0.8 1.3 1.9 1.9 1.9 1.3 0.8
Dual locomotives 1.5 2.5 3.4 3.5 3.4 2.5 1.4
Triple locomotives 1.7 2.9 3.9 4.0 3.9 2.9 1.6

Single train 1.5 2.6 3.7 3.7 3.7 2.7 1.6
Dual trains 1.6 2.8 3.9 4.0 3.8 2.8 1.6

4.4. Health condition evaluation

Assuming there are two states of damage:

1. The unit 3 in finite element model as shown in Fig.2 (indicated by smaller
boldface letter) is damaged by 20%, while unit 5 is damaged by 30%.

2. The unit 5 is damaged by 50%, while the unit 11 is damaged by 40%.

Check the effectiveness of health condition evaluation performed by the above fore-
casting function method.

Simulated calculation of the difference between the maximum deflection of each
node and maximum deflection in damage-free state is performed by the finite element
method for the two above states of damage and under various load conditions as
shown in Table 3.

Table 3. Difference between maximum deflection (in mm) in the two above states of damage
and maximum deflection in damage-free state (DS means the damage state)

Load condition | DS node 2 | node 3 | node4 | node5 | node 6 | node 7 | node 8
1 locomotive 1 0.2 0.4 0.7 0.8 0.9 0.5 0.2
2 0.4 1.0 1.6 2.4 2.5 1.5 0.6
2 locomotives 1 0.5 1.0 1.4 1.5 1.5 1.1 0.5
2 1.0 2.2 3.2 4.4 4.3 3.0 1.4
3 locomotives 1 0.5 1.1 1.6 1.8 1.8 1.3 0.6
2 1.2 2.5 3.7 4.9 4.9 3.3 1.7
Single train 1 0.5 1.0 1.6 1.6 1.7 1.2 0.6
2 1.1 2.3 3.5 4.6 4.6 3.1 1.6
Dual trains 1 0.5 1.1 1.6 1.8 1.8 1.2 0.5
2 1.2 2.5 3.6 4.9 4.9 3.2 1.5

As indicated by boldface numbers in Table 3, the maximum deflection difference
is greater than e1; at some nodes in damage state 1, when the program gives an
alarm signal indicating structural safety risk in a specification-allowed normal ser-
vice condition. As indicated by italic boldface numbers, the maximum deflection
difference is greater than eg; at some nodes (which are normally near the units
with significant damage) in damage state 2, when the program gives critical alarm
indicating serious structural safety risk.
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5. Conclusion

This paper proposes a deflection-based forecasting function method for bridge
structure health condition evaluation. This method is composed of two major sec-
tions: First, establish correct forecasting function, second, determine two evaluation
criteria. Demonstration is performed with a simply-supported steel truss bridge on
railway as example. According to the result, forecasting function method could effi-
ciently and accurately evaluate the health condition of simply-supported steel truss
bridge structure on railway. In case of large bridge structures, it is advisable to
establish as many forecasting functions for node or section as possible when build-
ing forecasting function for health condition evaluation, omission may happen if
forecasting function fails to be established adequately.
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A load forecasting method of hard-shaft
coupling multi-motor diving system'

ZHOU YUANHUA?, MA HONGWEI®, YT XIANZHONG?

Abstract. A Learning Machine Extreme (ELM)-based load forecasting method was proposed
against the nonlinearity, strong coupling and other issues in the load measurement of hard-shaft
coupling multi-motor diving system. Signal preprocessing was conducted by selecting motor current
and speed as auxiliary variables and via wavelet transform, ELM theory was adopted to set up
a load forecast model of hard-shaft coupling multi-motor diving system. Experimental tests were
carried out in the cutting part of thin seam shearer, the results show that the method is of high
accuracy and the forecast error is less than 5%, which meets the requirement of field control.

Key words. Hard-shaft coupling, multi-motor, load forecast..

1. Foreword

Multi-motor dragging system has three coupling patterns—motor independence,
flexible coupling and hard-shaft coupling. Multi-motor that adopts multi-motor
drives the same device, which cannot only save space and improve power, but is also
conducive to reduce rotary inertia of devices, shorten the transition process, reduce
energy consumption, improve the system’s dynamic performance and flexibility .

In hard-shaft coupling multi-motor dragging system, motor speed is in forced
synchronization and output torque are inter-coupled, due to the differences in motor
parameters, torque output must be controlled in order to improve efficiency [1-4].

In order to protect system security, current is usually selected as s control parame-
ter. Therefore, this paper selects motor current and motor speed as the measurement
parameters to conduct load forecasting of hard-shaft coupling multi-motor and to
improve the basis for power balance control.

IThe support of Yangtze University Youth Foundation (2015CQN46) and Development of un-
conventional oil and gas drilling key instruments and automation tools (2016ZX05022-006-004) is
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710054, China

http://journal.it.cas.cz



124 ZHOU YUANHUA, MA HONGWEI, YI XIANZHONG

2. Analysis of hard-shaft coupling multi-motor system

The hard-shaft coupling drive of the two three-phase induction motors in the
cutting part of the thin seam shearer is taken as an example for analysis, and the
hard-shaft coupling dual-motor system of the three-phase induction motors in the
cutting part of the thin seam shearer are shown in Fig.1 and are composed of two
sets of three-phase induction motors, a transmission system, load, etc.

1/ 2/ 3

Fig. 1. Schematic diagram of hard-shaft coupling dual-motor transmission:
1-Load 2—-Planetary gear train 3—Transmission gear 4-FElastic torque shaft
5-Idle gear 6-Motor

The dragging equation of the motor is:

Jp dw

Te_Tf_Tg:FZE’ (1)
where T, is the synthetic torque of motors M1 and M2, T} is the resistance load
torque, Ty is the drag load torque; J, is the total rotary inertia of the system,, w is

the motor angular velocity, and IV, is the motor pole pairs.
According to the knowledge of motors, stator is static in a8 coordinate system,
and rotor rotates counterclockwisely in o/’ coordinate system with an angular ve-
locity of w. According to the mathematical model of the induction motor, the torque

equation reads

Jp dw
—— —Ty. 2
N, dt  F @

Here, symbols i, and i3 are the components of the stator current in coordinates
o and 3, while symbols 15, and 1,5 denote the components of the stator flux linkage
in the same coordinate system. Formula (2) reflects the relationship between load
as well as stator current and speed of the motor. This relationship is obviously
nonlinear.

In this paper, the stator current and speed of the motor are selected as auxiliary
variables to forecast the output torque of multi-motor driving system and provide a
basis for the rational allocation of power.

Ty = Np(is,ﬁ¢so¢ - isa¢sﬁ) -
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3. Load forecast modeling based on ELM theory

3.1. ELM theory

Compared with traditional learning algorithms, Learning Machine Extreme (here-
inafter referred to as ELM) has quick learning speed and good generalization per-
formance, attracting more and more attention [5-10].

The feed forward neural network structure of a typical single hidden layer is
shown in Fig. 2, the network has an input layer, a hidden layer and an output layer,
wherein the input layer is fully connected to hidden layer and hidden layer is fully
connected to output layer neurons.

Input Layer Hidden Laver Output Laver

Fig. 2. Feed forward neural network structure of a typical single hidden layer

In this single hidden layer, the input layer of feedforward neural network has
n neurons, corresponding to n input variables; hidden layer has [ neurons, output
layer has m neurons, corresponding to m output variables and the connection weights
between input layer and hidden layer as well as between hidden layer and output
layer are w and 3, respectively. The threshold value of hidden layer neuron is b,
the training set with @) samples has an input matrix X and an output matrix Y,
the activation function of hidden layer neuron is g(x), the output of single hidden
layer’s feedforward neural network is 7. Then the output of neural network can be
denoted by
HB=T, (3)
where, T" is the transposition of matrix 7 and H is the output matrix of hidden
layer in the neural network.
It can be proved on the basis of previous studies that when activation function
g() is infinitely differentiable, the parameters of neural network need no adjustment,
w and b can be randomly selected before the training, and remain unchanged in the
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training process, while the connection weight 3 between the hidden layer and output
layer can be obtained by solving the set of equations

min ||H§ — T[] (4)

Its solution is . /
B=H"T, (5)

where, H " is the Moore-Penrose generalized inverse of the output matrix H in the
hidden layer.

The main steps of ELM learning algorithm are as follows:

Step 1: Determine the number of neurons in hidden layer, set the connection
weight w between input layer and hidden layer as well as bias b of neurons in hidden
layer randomly.

Step 2: Select an infinitely differentiable function as the activation function of
hidden layer neuron, and then calculate the output matrix H of hidden layer.

Step 3: Calculate weight 8 of output layer: B=HT.

It is, thus, clear that ELM is a very simple and quick learning algorithm. In
order to ensure the convergence of algorithm, the number of hidden layer neurons
in ELM network should be the same as the number of input learning samples.

3.2. Load forecast modeling

Signal preprocessing shall be conducted first in an ELM measurement model-
ing process, on account of the strong noise reduction ability of wavelet transform,
wavelet transform is thereby selected for signal preprocessing. ELM neural network
has fast learning speed and high learning accuracy, therefore, this paper adopts a
soft measurement modeling method that integrates wavelet transform and ELM neu-
ral network in conducting soft measurement of the cutting load of shearer. First,
conduct wavelet transform of signals and modeling of the transformed signals us-
ing multiple ELM networks [5-7], then get the forecast output signal by taking the
output of multiple ELM models as weighted mean. The soft measurement model
structure that integrates wavelet transform and ELM network is shown in Fig. 3.

4. Experimental study
4.1. Testing experiment

The principles of simulation experiment system of multi-motor driving system
are shown in Fig. 3, which is mainly composed of the motor and its control circuit,
loading device, connecting device, measuring device, etc.

During the experiment, continuous motor loading is achieved by adjusting the
loading device. First, the operation data of single-motors are measured; then, the
operation data of dual-motors are measured; finally, load measurement modeling is
conducted using the experiment data. The experiment platform for design in this
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Fig. 3. Load measurement model integrating wavelet transform and ELM network

paper is shown in Fig. 4 and the experimental stand is depicted in Fig. 5.

Current sensorl

}7

]

Y

Motor 1 > .
. . Noise
Conn?ctmg < Loadmg | reduction e ELM
device device . modeling
Motor 2 » processing

\—ﬁ Current sensor2 }4

Fig. 4. Functional block diagram of multi-motor driving system and simulation
experiment system

The experiment steps are as follows:

1. Keep motor speed unchanged, change motor load by adjusting the loading
devices, and record the current value of motor stator.

2. Change motor speed and repeat step 1.

3. Repeat step 1 and 2 until getting enough data.

4. Divide the above data into test samples and training samples, train ELM
network to get the load model of the motor.

4.2. Analysis of experiment results

The motor speed values in experiment process are, respectively, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9 and 1.0 times of the rated speed of the experiment, and the load is
increased to 1.0 times from the rated 0.5 times at each speed.
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Fig. 5. Dual-motor driven simulation device

In the dual-motor driven experiment, 3 ELM models are used, modeling time is
about 0.2s. After several tests, one of the test results is shown in Fig. 6. We can see
from the forecast results that the maximum error 0.02 A occurs at small load, the

average value is adopted within the entire test range after 100 tests, and the average
error is less than 5 %.

03 T T T T

025

e
N
T

=

-h

[5,]
T

Load current (A)

test values

e
-
T

0.05 1 1 1 1 1 I I 1 1 i
4 6

8 10
Number of samples

Fig. 6. The output result of dual-motor driven load forecast model

The above simulation results show that the forecast model set up by using ELM
network has high measurement accuracy, the whole modeling process is 0.2, with

high real-time capability, and the average forecast error is 5 %, which can be applied
to engineering tests.
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5. Conclusion

A load forecasting method that is based on wavelet transform and finite machine

learning theory was proposed against the nonlinearity, strong coupling and other
issues in the load measurement of current signal-based multi-motors, signal prepro-
cessing was conducted by selecting motor current and speed as auxiliary variables
and via wavelet transform, and a load measurement model was set up by using fi-
nite machine learning theory. Experiment data has proved the effectiveness of the
method, modeling time is about 0.2s and the load forecast error is less than 5%,
which can be achieved by online measurement.
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Parametric driven based generation
and transformation of MBD
mid-tolerance model!

QIUZHONG ZHOU?, JUTAO GUO?, WANHONG XU*,
TIE WANG?

Abstract. A parametrically driven Model Based Definition (MBD) mid-tolerance model is
proposed. First, the definition, vital significance and meaning of MBD mid-tolerance model are
put forward. On the basis of comprehensively elaborating parameter design technology, one-to-one
corresponding mathematical relation between feature constraint dimension and feature driving pa-
rameter is analyzed and mathematical relation between engineering dimension and feature driving
parameter together with feature constraint dimension is further explained. Then mathematical ex-
pression between engineering dimension and parameter variable is established. Meanwhile, through
analyzing the interrelation among dimensions by taking advantage of dimension chains, mathemat-
ical expressions between non-marking engineering dimension and driving parameter is established.
Also the change law between marking engineering dimension and non-marking engineering dimen-
sion is specified and theoretical basis for generation and transformation of mid-tolerance model is
provided. On this basis, a detailed process and specific algorithm of generation and transformation
of mid-tolerance is proposed. Finally, a case used to verify the thought is feasible and relevant
algorithm is proved to be accurate.

Key words. Parametrically driven MBD mid-tolerance model, feature parameter, engineering
dimension, dimension chains..

1. Introduction

With the technological development of computer, software and digital manu-
facture, product definition technology has developed to fully 3D digital definition
technology, called Model Based Definition (MBD), from two-dimensional CAD tech-
nology. The MBD technology is a technology to organize, express, show, operate
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and manage non-geometry manufacture information on product dimensions, toler-
ance, and manufacturing technology requirement on the basis of a 3D digital model,
see [1-2]. It abandons two-dimensional engineering drawing, making the 3D digital
model become the only vehicle of product information and making it the only evi-
dence to convey design information in the manufacturing process. MBD technology
changes the way of process design. Process design method and technology tradi-
tionally based on 2D engineering drawing or 3D model have not applied or satisfied
requirement of this technology, so that computer-aided process design and planning
technology based on fully 3D model is badly needed to realize fully 3D digital design
and manufacturing, which transforms digital manufacturing technology [3—4].

Mid-tolerance is also named symmetry tolerance. Mid-tolerance model is a
component geometry model built in the state of symmetry tolerance. MBD Mid-
tolerance model is the component structure model built as nominal size in the state
of symmetry tolerance and marks the engineering dimension with symmetry tol-
erance on the model by taking advantage of MBD technology. In the process of
NC design, tool path of components has to be formed as mid-tolerance model or
MBD mid-tolerance model, so as to improve working efficiency of NC program by
technicians. When technicians design 3D process under current MBD technological
condition, working procedure dimension is calculated under the condition of mid-
tolerance [1-2]. After the 3D process design is completed, it is necessary to transfer
the relevant working procedure dimensions to the maximum material dimension;
finally the procedure MBD model is formed. Therefore, building of mid-tolerance
model is meaningful and significant.

2. 3D parametric design based on feature

3D parametric design based on feature is (by establishing component parametric
3D model using a group of parameter to show or engage the feature dimensional
relation) only adjusting or changing one or several parameter values in the group of
parameters without entering all definite feature dimensional values to automatically
change all relevant feature dimensions and revise and control all feature geometry
forms of model, so as to realize accurate 3D modeling of components [5-6]. Paramet-
ric design technology may improve design efficiency and flexibility of components by
taking advantage of powerful model modification method to avoid fussy repetitive
working, becoming the efficient technological measure for original design, product
modeling, deformation design of modification series, multi-plan comparison and dy-
namic and concurrent designs [7-8].

If Dgp = {Dg1, Dpa, ..., Dp,, } is used to indicate n feature constraint dimensions
of the component, every feature dimension corresponds to a parameter, and X =
{X1,X2,....; X, } is used to express n self-defined parameter variables of driving

dimensional constraint components, then

where A is an n X n unitary matrix.
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Figure 1 shows a shaft sleeve component formed by rotation of sketch features or
generated by single feature combination. The location relation of geometrical ele-
ments of the component on the axis is completely defined by three feature constraint
dimensions (expressed by the dashed lines) as D(AB), D(BD), D(CD). If parameter
variables AB, BD and CD drive such three feature constraint dimensions as D(AB),
D(BD) and D(CD), the component location relation of geometrical element on axis
will be determined by the AB, BD and CD parameter variables. Feature constraint
dimension and parameter variable of the component have the following one-to-one

corresponding relation.

D(AB) 1 00 AB
DBD) |=|0 1 0 BD
D(CD) 00 1 CD

) D(A-D) R
< - DB-D) >
D(AB) D D(BD) i
—————— >re———=———>
A B// D
D(CD
< €D
—fmem '_D'(c_-b)_'t

Fig. 1. Shaft sleeve component

3. Relation between design dimension and feature parameter

Engineering dimension can be expressed by feature constraint dimensions. If
D ={D;,Da,...., D, } expresses n engineering dimensions of the component P, then

D=B-Dg. (2)

In the above formula

a1 e Q1p
B = , Qi € (71,0, 1) .

apl ... Qpn
After substituting expression (1) into (2), then

D=B-Dp=BA-X=B-X, (3)
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in other words

D1 ail A1n X1

= . (4)

D, anl - Qpn X,

From (4) it can be seen that every engineering dimension can be expressed by
algebraic relations of parameter variables. From (3) we easily obtain

X=B"1'D. (5)

It is clear that from (5) every parameter variable can be expressed by algebraic
relation of engineering dimensions. That is, the marked group of engineering dimen-
sions can solely define a group of parameter variables.

As is shown in Fig. 1, shaft sleeve components have four geometrical elements
on the axis. Therefore, the complete engineering diagram indicating components
should be marked with three engineering dimensions. Symbols D(A-D), D(B-D),
and D(C-D) in the figure represent one of annotation schemes of the axis engineer-
ing dimension. They have algebraic relation with dimensional parameters. Among
which, engineering dimension D(B-D) is determined by parameter BD and engineer-
ing dimension D(C-D) is determined by parameter CD, while engineering D(A-D)
is the sum of the parameters AB and BD. Thus, the engineering dimensions and
parameter variables of the component have following corresponding relations

D(A - D) 1107 4B
DB-D) |=|0 1 0|| BD
D(C - D) 001||cD

4. Law of interaction between dimensions
4.1. Dimension relations

Interrelation of component engineering dimensions needs to be expressed and
calculated by dimensional chains. Any dimensional chain is composed of component
link and closing link and every dimensional chain has a single closed ring. Compo-
nent link directly guarantees the dimension while closing link indirectly guarantees
the dimension through other dimensions. According to marking requirements of
component engineering dimension, dimensions directly marked on the component
are component links, while the rest are closing links.

Dy | e

»
L] r|‘

A

D+ | ... Dy l Do
|

A
A 4
A
\ 4

Fig. 2. Dimensional chains
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As shown in Fig.2 containing a linear dimensional chain composed by n + 1
rings, the dimension Dy is the closing ring and Dy, — D,, are the component rings.
The basic dimension of the closing ring equals to the sum of basic dimensions of
increasing rings minus the sum of basic dimensions of decreasing rings, so that

Do=> D.— > Dj. (6)

j=m+1

In this In this expression, Dy is the basic dimension of the closing link, D, denotes
the basic dimension of the increasing link, D; stands for the basic dimension of the
decreasing link, m is the number of the increased links and n denotes the number of
dimensional chains. Meanwhile, from the expression (6) we can deduct that

ADy = iADz - Xn: AD; . (7)
z=1

j=m+1

From formula (7), we can see that when certain dimension in the component link
is changed and other component links are not changed, the dimension of the closing
links will change correspondingly. The details follow

1. When the component link is an increasing link, the closing link would change
in the same direction. That is, the closing link increases with increasing of the
component link and decreases with decreasing of the component link.

2. When the component link is a decreasing ring, the closing link would change
in the reverse direction. That is, the closing link increases with decreasing of the
component link and decreases with increasing of the component link.

4.2. Relation between closing link and driving parameter

From expression (6) we have
Dy=[1 .. 1 -1 .. -1 ] = (8)

Introducing of expression (4) into (8), we can see that

aip ... Qin X1
.DO == [ 1 e 1 _1 cee —1 ] M aml o amn . Xm =

A(m+1)1 -+ A(m41)n Xm+1

an1 e Apn Xn
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X1
Xm
= [ @1 Qn } X = Q1 X1+ ...+ QnXy, (9)
m—+1
Xn
where
Qi = a1 +az + -+ mi — Agny1)i =~ Gni -

From expression (9) we can see that not only there is algebraic relation between
marking engineering dimension and driving parameter of the component, but also
non-marking engineering dimension can be expressed by a linear driving parameter.
Therefore, under the condition of a known component of the driving parameter, all
dimensions of the component are definite and can be obtained by calculating the
driving parameter.

5. Results

An example was used to verify the thought that realizes the automatic genera-
tion and transformation of MBD mid-tolerance model through parameter driving.
As shown in Fig. 3 the shaft sleeve is a component structure and axis is geometrical
surface number. Mid-tolerance generation and transformation of radical dimension
is the same as axis dimension. Radical dimension is ignored for simplifying. As
shown in Fig.4 the MBD model is created, when the component is marked with
dimension and tolerance as the maximum material principle. According to its struc-
tural characteristics, the buildup feature constraint dimension and corresponding
driving parameter are shown in Table 1. The relation between the design dimension
and parameter of the component is shown in Table 2.

Fig. 3. Component structure and surface number

Table 1. Component feature parameters

constraint dimension | driving parameter
D(AB) AB
D(AC) AC
D(BD) BD
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Fig. 4. Maximum material MBD model

Table 2. Relation between component design dimension and parameter

design dimension | parameter expression
D(A-B) AB
D(A-C) AC
D(B-D) BD
D(A-D) AB+BD
D(C-D) AB+BD-AC

According to above information, the design dimension D, feature constraint di-
mension Dy, driving parameter X and its transition matrix B of the component are
built as follows

D(A— B) D(AB) AB 100
D=| D(A-C) | Drp=| D(AC) X=|AC | B=]0 1 0
D(A-D) D(BD) BD 1 0 1
The inverse matrix of B is
1 0 0
B'=| 010
-1 0 1
Therefore, according to (5)
AB 1 00 D(A - B)
X=|4Cc |=| 01 0|| DA-0C) |,
BD 1 0 1 || D(A-D)

In addition, the component has two closing links of D(B — D) and D(C — D).
The dimensional chains are shown as Fig. 5.

According to (8), the driving parameter expression of closing links is deduced as
follows
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D(A - B)
DB-D)=[-1 0 1]| D(A-0C) | =
D(A - D)
1 0 0 AB AB ]
[-1 0 1]|0 1 0]|] A [=[0 0 1]| AC |=BD
10 1]|BD BD |
D(A-B)| D(B-D) D(A-C) | D(C-D)
< > > < »i< >
D(A-D) D(A-D)
(@) (b)
Fig. 5. Design of dimensional chains
and
D(A—B)
D(C-D)=[0 -1 1]| DA-C) |=
D(A - D)
1 00 AB
=[0 -1 1][0 1 0]|]| AC |=
1 0 1 BD
AB
=[1 -1 1]| AC | =AB—-AC+BD.
BD

Finally, when the maximum material model is transformed into mid-tolerance
model (using the dimensions from Fig. 3), the design dimension

D(A - B) 6 6.12
D=| D(A-C) becomes | 27 from | 29.9
D(A - D) 32 32.1

Similarly, the driving parameter

AB 6 6.2
X=| AC becomes 27 from 26.9
BD 26 25.98

The closing link D(B — D) becomes 26 from 25.98 and D(C — D) becomes 5 from
5.2. The mid-tolerance MBD model is shown in Fig. 6.
The results are summarized in Table 3.

Table 3. Generation information table of component mid-tolerance



PARAMETRIC DRIVEN BASED GENERATION 139

+0.10 )
17 0.0

+0.10
2‘(( -0.10

J

Oel

Ek 0.l

~

4

)

Fig. 6. MBD mid-tolerance model

™

MD | MMDV | MMTV | MTDV | STV D DP | DV
D(A-B) | 6.12 | 0/-0.24 6 4+0.12 | D(A-B) | AB | -0.12
D(B-D) | BD | +0.12
D(A-C) | 269 4+0.2/0 27 +0.1 | D(A-C) | AC | +0.1
D(CD) | — | -01
D(A-D) | 321 0/-0.2 32 40.1 | D(A-D) | — | -0.1
D(B-D) | BD | -0.1
D(C-D) | — | -0.1

Note: MD-marking dimension, MMDV-maximum material dimension value, MMTV-maximum
material tolerance value, MTDV-mid-tolerance dimension value, STV-symmetry tolerance value,
ID—influenced dimension, DP—driving parameter, DV—dimension variation.

6. Conclusion

Under the MBD technology condition, generation and transformation of MBD
mid-tolerance model is the major working content of 3D design process. Through
the theoretical analysis, there is the solely definite mathematical relation between
one group of engineering dimensions and one group of parameter variables, and also
between marking engineering dimensions and non-dimensional engineering dimen-
sions. Any change of engineering dimensions will lead to the change of relevant non-
marking engineering dimensions. Therefore, parameter-driving technology may solve
the generation and transformation problem of mid-tolerance model. The key part of
generation and transformation technology of parameter driving mid-tolerance MBD
model is to establish mapping and association relations between marking dimensions
with feature driving parameters and feature constraint dimensions. Through devel-
oping 3D process design system which integrated 3D modeling system, marking
dimension tolerance, driving parameter extraction, dimensional tolerance calcula-
tion, and marking dimension and driving parameter association setup are realized.
Finally, there are realized automatic generation and transformation working of mid-
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tolerance MBD model and improving working efficiency and accuracy of data, which
provides technological support of integrated technology system of digital design and
technique and production based on fully 3D model, which brings a reform to digital
manufacturing technology.
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Applications of geophysical technology
in natural gas hydrate prediction of
LW21-1-1 well area

YUANYUAN YT1!

Abstract. A method of prediction of natural gas hydrate in sea deposits of oil and gas is
proposed. It is found that three instantaneous processing and colored inversion can respectively
mark out the natural gas hydrate characteristics of natural gas hydrate and amplitude of blanking
zone, lithology, and provide a scientific basis for the prediction of natural gas hydrate. In this paper,
natural gas hydrate of the Well LW21-1-1 zone is predicted by three instantaneous processing and
colored inversion, which may represent a reference to drilling of other blocks.

Key words. Natural gas hydrate, deepwater drilling, three instantaneous profiles, colored
inversion.

1. Introduction

Well LW21-1-1 is China National Offshore Oil Corporation in the South China
Sea and Asia’s first hit deep wells. The water depth is about 2460 m. According
to the experience at home and abroad in deepwater drilling, drilling should be done
before the well area geological disaster prediction, in order to prevent disasters and
accidents. Geological disaster types usually appear in the sites where are the main
submarine gas hydrate, shallow gas and shallow water flow.

Natural gas hydrate is a kind of solid crystals with domination of methane, which
is composed from hydrocarbon gas molecules and water molecules. Its formation
is controlled by temperature and pressure. Since the discovery that the natural
gas hydrate can be connected with fuel energy, people have been paying more and
more attention to it. But with the development of research, it was found that
the possibility of gas hydrate formation to cause shallow geological disasters in the
bottom of the sea is very large, and this kind of disaster environment for engineering
activities at sea brought certain difficulties, especially for offshore drilling. Many
domestic and foreign offshore drilling accidents display that it is easy to cause a
major accident when natural gas hydrate is drilled.

1Key Laboratory of Oil-gas Resources and Exploration Technology of Ministry of Education
,Yangtze University, Hubei Wuhan, 430100, China
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1.1. Lead to collapse of seabed

Shallow sediments of deep water basin [1] and continental slope usually contain
natural gas hydrate [2]. Affected by change of pressure and temperature, the occur-
rence of natural gas hydrate can easily be subjected to change, the stability zone
of natural gas hydrate can partially or even entirely disappear. When the sea level
drops, the bottom of the stability zone of natural gas hydrate (GHSZ) in seabed
sediments will become unstable and begin to decompose, which will make GHSZ
change. As GHSZ band [3] starts to break down, water and gas begin to enrich.
The resulting pressure will reach abnormal excess hydrostatic pressure, low-density
gas and mud may penetrate through the natural gas hydrate layer, which can lead
to geological disasters and even spray the surface threatening to drilling platforms.
Meanwhile, the liquefied GHSZ can form a downward slide, along the sliding surface
of bulk gas hydrate cementation wedge will be downward movement evolved into
large-scale submarine landslide. Sea levels have changed so that these events re-
peated, eventually it will form a chaotic sediment landslide with a certain thickness
in the lower slope. Therefore, in the environment of high pressure and low temper-
ature, the natural gas hydrate is stable, change of pressure and temperature will
lead to release amounts of gas, which may cause landslide and other major seabed
disasters (see Fig.1).

methane
release to the
atmosphere

sea level

.

. sealevel

submarine
landslide

I

containing e
natural gas
hydrate layer +20m

Fig. 1. Natural gas hydrate caused landslide

1.2. Threat of drilling security

Geological tectonism, sedimentation and maritime activities can also cause change
of external conditions such as pressure and temperature in the continental slope and
shallow sediments in deep water basin, and result in decomposition of natural gas
hydrate. The movement of sediment and mudslide also can be triggered by outside
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activities (such as drilling or seismic work in this horizon, etc.), then landslide and
diapir phenomenon will occur, under the effect of high pressure for a long time,
the high-pressure airbag will squeeze weaknesses of the upper layer, which will be a
great threat to is its range operation drilling ships and oil platforms. At the same
time, in the case of a large number of natural gas hydrate decomposing, amounts
of methane will overflow the stratum and dissolve in seawater, so that the density
of seawater will be reduced, and result in drilling ships and oil platforms sinking
because of buoyancy sudden decrease.

2. Prediction of natural gas hydrate

Through these theories such as the previous analysis of the sensitivity of the
characteristics of the natural gas hydrate development zone to various geophysical
responses, study of seismic attribute analysis, AVO analysis, the establishment of the
inversion velocity field in the formation of steep dip angle, geophysical prediction
technique for pseudo well constrained wave impedance inversion. After analyzing
the geological characteristics of the LW21-1-1 well, we think that this area is more
sensitive to seismic instantaneous attributes, using the two geophysical methods to
predict the natural gas hydrate by using three instantaneous profile and colored
inversion.

2.1. Three instantaneous processing of seismic data

Three instantaneous profile is the instantaneous attributes extracted by Hilbert
transform, namely the three instantaneous attributes, including instantaneous am-
plitude, instantaneous phase and instantaneous frequency and its corresponding
properties. Instantaneous feature refer to concise information about horizon, using
the instantaneous attributes need to be analyzed with the angle of the amplitude
information, the decomposing process does not make any change for the basic in-
formation, but it gets different attribute profiles. Instantaneous profiles carrying a
large number of information associated with oil and gas features, such as amplitude,
lithology, frequency and phase, which can show geophysical phenomena which are
different from conventional seismic profiles.

Three instantaneous attributes is established in the Hilbert transform and com-
plex seismic trace analysis technology. When studying underground lithological
change and stratigraphic structure, the Hilbert attribute extraction can be used.
For a seismic signal, firstly calculate its Hilbert transform, the transformed result
is deemed as the imaginary part, seismic signal is considered as the corresponding
real part, they can compose complex seismic trace[4], then the instantaneous at-
tributes of complex seismic trace are calculated. Three instantaneous attributes are
on the base of Hilbert transform and complex seismic trace, so we can start from
the collected seismic signals s(t), its analytical signal as follows:

() = s(t) + 2% «s(t), (1)
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where % denotes the convolution, and imaginary part of z(t) in the form s(t) =
i/(mt) * s(t) is the Hilbert transform of s(¢). Then the instantaneous amplitude, the
instantaneous phase, the instantaneous frequency of the signal s(t) can be denoted,
respectively, as follows:

a(t) =\/s*(t) + 5(t), (2)
_ 5(1)
0(t) = arctan S0 (3)

w(t) = % larctan z((z))] . (4)

Three instantaneous attributes can be used to locate underground lithologic
change and fluid properties. The instantaneous amplitude is the intensity of earth-
quake wave size [5], instantaneous frequency is the mapping of a dielectric absorption
properties, while the instantaneous phase can reflect the change of lithology strati-
graphic sequence. In the gas hydrate bearing strata, as the earthquake wave speed
increases which leads to increasing the reflection coefficient between the underlying
strata, the corresponding strong reflection interface appears in the seismic profile.
And if there is contained natural gas hydrate above the stratum, because sediment
pores are filled and cemented by hydrate making the stratum become uniform, in
the seismic reflection profile there usually appears a weak reflection or amplitude
blanking zone. Natural gas hydrate in the seismic section forms usually a strong
reflected wave roughly parallel with seabed, and the reflected layer like seabed is
called BSR for short. According to seismic response of natural gas hydrate and cor-
responding characteristics of BSR, the instantaneous amplitude profile can clearly
reflect characteristics of amplitude blank zone. The instantaneous phase profile can
display the intersected state between the reflection of BSR and true reflection of the
stratum better, while abnormal BSR area can be displayed on the instantaneous
frequency profile [6]. Seismic profile combines with three instantaneous profiles and
BSR reflection interface of natural gas hydrate can be roughly identified.

As shown in Fig. 2, the South China Sea of a crossline instantaneous amplitude
profile, showing the suspected gas hydrate distribution area.

In the study, the profile of the LW21-1-1 well is processed. As shown in Fig. 3,
there is no amplitude space, so the possibility of occurrence of gas hydrate is lower.

Instantaneous phase is a momentary phase at selected points within each seismic
trace, which is a reflection of the phase of dominant frequency of seismic data. When
the seismic wave is spread in different physical stratum, its phase can be changed.
Instantaneous phase and reflection intensity are independent, not affected by the
intensity of energy, and, therefore, they can be used to enhance the in-phase axis
within the deep reservoir (seismic wave energy is weak in the depth). Instantaneous
phase is a measure of the phase axis continuity in seismic profile. Instantaneous
phase profile can more clearly represent the intersected phenomenon between BSR
reflection and reflection of the real stratum. An instantaneous phase profile of a
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Fig. 2. Instantaneous amplitude profile of the South China Sea
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Fig. 3. Instantaneous amplitude profile of LW21-1-1 on crossline 2528

crossline in the South China Sea is depicted in Fig.4. In Fig.5, the study area on
the phase anomaly is not obvious.

Instantaneous frequency is the time derivative of phase, and can reflect absorption
and attenuation characteristics of the stratum. It can be advantageous for analyzing
the lithologic changes. Instantaneous frequency is the time rate of change of phase
and a reflection of dielectric absorption characteristics. The instantaneous frequency
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Fig. 4. Instantaneous phase profile of a crossline in the South China Sea
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Fig. 5. Instantaneous phase profile of LW21-1-1 on line 2528

profile can reveal the BSR area, see Fig. 6.

In Fig. 7, the instantaneous frequency profile in the area does not show any ab-
normal BSR region. Instantaneous phase profile can more clearly represent the
intersected phenomenon between BSR reflection and reflection of the real stratum,
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Fig. 6. Instantaneous frequency profile of a crossline in the South China Sea

and instantaneous amplitude profile can clearly reflect BSR interface and character-
istics of amplitude blank zone. Instantaneous frequency profile can reveal abnormal
BSR area. By the analysis, the study area shows no significant BSR interface and
abnormal BSR region, based on three instantaneous profiles combined with seismic
profile. We can roughly exclude BSR reflection interface of natural gas hydrate.
Through analyzing three instantaneous profiles, it is concluded that there is little
chance of natural gas water compounds in LW21-1-1 well area.

B | crossine |0 & step |0 t] | s0.0t088 -:-592.12127

Fig. 7. Instantaneous frequency profile of LW21-1-1 on line 2528
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2.2. Seismic colored inversion (SCI)

Inversion is based on a measured data to infer the original geological model.
Color inversion is a kind of inversion [7] which uses well log data to constrain the
wave impedance inversion in the frequency domain. The core is matching of wave
impedance spectroscopy and seismic spectrum to complete inversion. This method
does not have a wavelet extraction process, and also does not have to set the ini-
tial model to constraint. Its longitudinal resolution is higher than the sparse spike
inversion, but lower than the model inversion. It is characterized by lower degree
of dependence on the well, global optimization, better eliminating the interference
of human analysis factors, so it can objectively reflect the geological phenomenon.
The analysis formulae of the colored inversion follow.

The convolution model of seismic records is

si(t) = () xw(t), (5)

where s;(t),7 =1, 2, ..., n denotes the seismic record, r;(t), 7 =1, 2, ..., n denotes
the reflection coefficient, n is the number of traces, and w(t) denotes the seismic
wavelet. The convolution model is transformed to the frequency domain, and then

Si(w)e 1% = [R;(w)e! Vi)W, (w)e ¥ ()] | (6)

where R;(w) denotes the reflection coefficient amplitude spectrum, W;(w) denotes
the wavelet amplitude spectrum, ¥;(w) denotes the reflection coefficient phase spec-
trum and @;(w) denotes wavelet phase spectrum. Then we can write

Si(w) = Ri(w)W;(w)
{ di(w) = Vi(w) + i(w) } : (7)

and, therefore:
InS;(w) =1In R;(w) In W (w). (8)

Assuming that impedance of each trace Z;(t), i = 1, 2, ..., n is transformed to
the frequency domain, we get

Zi(jw) = Z;(w)e %) (9)

Among them €;(w) denotes the wave impedance phase spectrum andZ;(w) de-
notes the wave impedance amplitude spectrum. According to the relation between
the wave impedance and reflection coefficient we obtain

(Ziv1 — Zy)

R = :
(Zi+1 - Zz)

(10)
Therefore, the reflection coefficient sequences can be obtained from the impedance
sequences, in other words R;(w) can be obtained using Z;(w). The result is then
substituted into (8) and in this way we can get the matched operator W;(w) in the
frequency domain.
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Notably, when the gap of the energy between the amplitude spectrum of seismic
records and wave impedance spectrum of wells is large, before any inversion, the
equalization process must be carried out for the wave impedance spectrum energy
and amplitude spectrum energy of seismic records of each track on wells.

The colored inversion technique is an inversion method which is not directly
dependent on the well data. When this method defines inversion operator in the
frequency domain, well data only play the contrast effect for the desired results
in the inversion operator estimation. The inversion is the deconvolution process,
therefore, the inversion result is impedance, and the amplitude keeps good lateral
changes.

The colored inversion process is schematically indicated in Fig. 8:

Spectrum analysis of wave impedance for well data

\ 4
Spectrum analysis for seismic data

\ 4

Design the matched operator to match spectrum of seismic
data and wave impedance spectrum of well data

v

Plus the matched operator to seismic data and then convert back
To the time domain and complete seismic colored inversion

Fig. 8. Process of color inversion

This technology has the following characteristics: 1) no obvious wavelet extrac-
tion process; 2) no constraints of the initial model; 3) it can keep the lateral changes
of amplitude and is conducive to the planar sedimentary imaging. Therefore, the
results of colored inversion completely retain seismic data whose numerical magni-
tude is close to well data on the whole. This can be considered an attribute with
inversion significance, that meets requirements of the seismic lithologic body [8-11].

Figure 9 depicts the impedance inversion section of the South China Sea.

Finally, Fig. 10 mainly shows inversion profiles of colored inversion about well
LW21-1-1 and neighboring well LW3-1-1.

As can be seen from Fig. 10, as the phase axes of impedance of cross well profile
are continuous and stable and do not exhibit any large impedance discontinuities,
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Fig. 10. 1569 line colored inversion profile of LW3-1-1

the figure suggests that the media is basically isotropic around the well and shows
no evidence of gas hydrates occur.

The correct rate of pre-drilling shallow geologic disaster forecast depends largely
on the selection of prediction methods, so that the correct method of disaster iden-
tification is very important. Choice of a correct approach must understand that pa-
rameters of shallow disasters we had studied have relationships and are most closely
associated one to another. Researching natural gas hydrate can also use speed and
other attribute parameters of seismic wave, and generally, there are many ways to
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predict shallow disasters, improving the accuracy of recognition [12-14], which make
the results more convincing.

3. Discussion

1. After a lot of research and field practice, we found that the research method
also has some limitations. For some complex structure areas, the accuracy of
a single technologies must still to be improved. To improve the accuracy of
recognition we try to use a variety of methods, which will improve the accuracy
of forecast and make the results more convincing.

2. Because of the lack of more detail of the deepwater seismic and logging data,
it is difficult to get a better prediction results. But with the development of
deepwater drilling technology, we will get more and more reliable data, so that
the prediction accuracy will be better and better in the future.

3. The result in natural gas hydrate prediction of LW21-1-1 well area is correct.
It means that our method is reliable.

4. Conclusion

The main results following from the research may be divided as follows:

e Three instantaneous profiles refer to instantaneous amplitude, instantaneous
phase and instantaneous frequency. They respectively reflect the intensity of
seismic wave, event connection and the time rate of change of phase. Accord-
ing to seismic response of natural gas hydrate layer and BSR characteristics,
the process of three instantaneous attributes can reflect changes of reflected
characteristics from another angle. BSR characteristic of amplitude blanking
zone can be better reflected in the instantaneous amplitude profile. Intersected
state between BSR reflection and reflection of the real stratum can be better
reflected in the instantaneous phase profile. Instantaneous frequency is a re-
flection of dielectric absorption characteristic and abnormal BSR zone can be
shown in the instantaneous frequency profile.

e Colored inversion technique of seismic data is an inversion method of direct
conversion, fully established on the basis of seismic data. It retains basic
characteristics of reflection on seismic data such as fault, occurrence, speed
and so on. There also does not exist multiplicity based on the model inversion
method. This method excludes interference of artificial analysis and can reflect
the spatial change of the lithology obviously and objectively. It can also better
reflect changes of physical properties of reservoirs based on stable condition of
lithology. In addition, the inversion process does not require complex modeling,
therefore it greatly improves the speed of inversion; on the other hand, it can
remove inversion errors that impedance models are not allowed to bring.
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e Analysis of the after-drilled data of well LW21-1-1 confirmed that the pre-
diction was correct. Thus, it indicates that the application of technology of
three instantaneous profile processes and colored inversion technique to predict
natural gas hydrate is feasible.
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Research and design of PFC control
based on DSP

MA Yuri', MA YUSHAN'

Abstract. A realization scheme of single-phase power factor correction (PFC) circuit based
on digital signal processor (DSP) is proposed and discussed. The parameters of the main circuit,
signal conditioning circuit, current loop and voltage loop of PI control are designed. Finally, a
prototype of the system is built and the actual measured results show that the power factor is
above 0.99 at full load.

Key words. PFC, DSP, current loop, voltage loop, PI control.

1. Introduction

With the development of power electronic technology and wide application of
power electronic devices in various areas, the current harmonic problem of the power
grid is increasingly serious, and the harmonic pollution brings a series of harm not
only to the system itself, but also to the surrounding electromagnetic environment
[1]. The power factor correction (PFC) can effectively eliminate the harmonics of
the rectifier, so it has a wide range of applications. Now, with the development
of digital control technology, more and more control strategies is realized through
digital signal processors (DSP) [2].

TMS320LF2406 is a kind of a low-price and high-performance chip introduced
by TI company. Its processing ability is 30 MIPS, which is suitable for the control
system of the motor and power supply transformation. Taking the widely used
Boost-PFC circuit as an example, the current loop and voltage loop circuits are
designed, using the TMS320LF2406 digital chip. Finally, a prototype is built, and
the ideal dynamic and steady-state results are obtained in a practical application.

The basic parameters of the system are: output power P,;; = 800 W, input AC
voltage range is 180 — 300V, input voltage frequency is 45 — 65 Hz and output DC
voltage is 415V.

The scheme of the system is depicted in Fig. 1.

1Qingdao Ocean Shipping Mariners College, 84 Jiangxi Rd, Shinan Qu, Qingdao Shi, Shandong
Sheng, 266000, China

http://journal.it.cas.cz
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Fig. 1. Block diagram of a PFC converter based on DSP control

The rectified input voltage Vi, inductor current Ij;,, and DC output voltage V¢
are transformed, filtered, isolated by the corresponding sample and conditioning
circuits, and then they are sent to the ADC module of DSP [3]. The output voltage
V, is sampled, then it is compared with the reference voltage V;.r and then the offset
is sent into the voltage PI controller G1. The output of the voltage loop controller is
defined as B, the input voltage is defined as A, and the two parameters are multiplied
by the multiplier as the reference current It of the current loop [4]. The inductor
current [;, is compared with the reference signal I,.f, and the offset is taken as the
input of PI controller of the current loop G2. The output value of current loop is
compared with the value of the carrier signal in the DSP, the comparative value is
used to change the PWM duty cycle in a switching period, and then through the
isolation driving circuit makes the power switch turn-on and turn off [5]. In this
way, the average value of the input current can track the input voltage waveform,
so that the input current and input voltage are in the same phase, and the output
voltage is stable [6].

The main circuit works in the CCM mode of the Boost converter, realizing voltage
conversion and power factor correction. The digital control circuit is the core of the
system, mainly converting analog signals to digital signals and achieving control
algorithm of PI control of the voltage loop and current loop; the output signal is
amplified by a switch tube driving circuit, then it is sent to the switch tube of the
main circuit to control turn-on and turn-off of the switch tube [7].

2. The control circuit design

The objective of control circuit design is to determine the main circuit parameters
[8], PI parameters of the voltage loop and current loop and the structure of signal
sampling and conditioning circuits.
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In the use of the Bode diagram method, the PI regulator is converted to the prob-
lem of zero point setting, only needing to set a reasonable zero, and then according
to the ratio of the Bode diagram to determine the value of KP and KI [9].

2.1. The main circuit design

The main circuit inductance is operating in the current continuous mode (CCM).
The continuation of the inductor current depends on the output power, switching
frequency, inductance size and other parameters. According to the calculation, the
value of the inductance is selected 78 uH. The output capacitor C' depends on ripple
size of the required output voltage, switching frequency, etc. According to the calcu-
lation, the design selects two 220 uF electrolytic capacitors. The current sampling
resistor Ry is selected 30 M{2. The PFC principle diagram of the main circuit is
shown as Fig. 2.

p D1
i
8 ull
#1[] 990k
QIJ B
LT 025 > PRCVOUT
220 4F | 2208 H
r2|)12. 4k 0
Rs
—
30MQ

Fig. 2. PFC principle diagram of the main circuit

The switching frequency of the main circuit is selected 80 kHz. In order that the
current loop cannot be disturbed by the noise of the switch, at the same time the
current loop cannot also be affected by the low bandwidth, otherwise it will affect the
effect of the current waveform to follow the voltage waveform [11]. In order to prevent
from influencing the bus voltage ripple on the PFC controller, the crossing frequency
of the voltage loop is controlled in less than half of the input electric frequency, in
this paper, the calculate frequency of the voltage loop is selected 160 kHz/8=20 kHz.

2.2. PFC current loop design

When the PFC inductor current is CCM mode, the dynamic block diagram of
the S-field of the PFC current loop is shown in Fig. 3.

Here, Vgs is the voltage on the PFC input current sampling resistor, V1 is the
PFC input voltage, V is the PFC output DC voltage, D is the duty cycle, L is PFC
inductor, Ry is PFC input current sampling resistor. Considering 260 uH inductor of
the analog LISN’s low frequency impedance characteristic and the differential-mode
component of the input filter, the circuit model of the PFC current loop is shown in
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Fig. 3. Dynamic block diagram of S-field of PFC current

Fig. 4 with the source AC power supply.

LO L1 L2 L

Fig. 4. Circuit model of the PFC current loop considering LISN’S inductor and
filter

Here, L is 260 uH inductor of the analog LISN’s low frequency impedance char-
acteristic (actual loop test is 0). Symbol Cj is 2.2 uF capacitor of the module input
port, Ly is 24 uH differential-mode component of input common-mode inductor, Cy
is 0.47 uF capacitor of between input common-mode inductors, Ly is the sum of
13 uH differential-mode component of input common-mode inductor and 138 uH in-
put differential-mode inductor. Finally, C5 is 1 uF capacitor placed after the input
rectifier.

Assuming that the impedance of the AC source is 0, the calculation formula of
impedance Z is as follows:

_ k18® + kos® + kss
N kysS + ksst + kgs?2 + 1 ’

where
k1 = L1LyC1LoCy, (2)

ko = L1LoCo + LoLoCo + Lo L1 Cy + LaLoCh (3)

k3= Lo+ Ly + Lo, (4)
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ks = L1C1LaCyLoCy, (5)
ks = L1CyLoCy + LoCoLoCy + LoCo L1 Cy + LoCoLgCh + L1C1LoCy (6)

ke = LoCy + L1Cs + LaCy + LoCo + L1Cy + LoC - (7

Considering the influence of the input filter, the controlled object of the current
loop is changed into

VoRs _ VQRs[k486 + ]41584 + kgs® + 1]

P, = = 8
o(s) sL+Z krs™ + kgs® + kgs3 + kigs ()
where
kr = L1C1LayCoLoCoL, 9)
ks = L1CoLoCoL + LyCyLoCoL + LoCoL1C1L + LoCyLoC1L +
+ L1C1LoCoL + L1C1 LoCy L, (10)
kg = LoCoL 4+ L1CoL + LoCoL + LoCoL + L1C1L + LoC1 L + L1 LoCy +
+ Lo LoCo + Lo L1Cy + Lo LoCly (11)
ko = L+ Lo+ Ly + Lo (12)

This block diagram is effective in the frequency band between the resonant fre-
quency (860 Hz) of the LC filter in the PFC circuit and switching frequency.

The PFC current signal sampling and conditioning circuit scheme is shown in
Fig. 5. The circuit uses a differential amplifier to amplify the circuit, using in series
the first-order RC filter with the cut-off frequency of 50 kHz and second-order RC
filter with 47 kHz.

Through the analysis, we can derive that the transfer function of the PFC current
signal sampling circuit is

8.12

H(S) = )
) (3.198 x 107 %s 4+ 1)(1.122 % 1072 + 1.73 % 107 s + 1)

(13)

The 3V signal in PFC AD sampling port corresponds to the number 1023, while
the output digital quantity 2032 of the PFC current loop controller corresponds to
the PWM pulse width duty cycle 1, therefore, through the synthesis, the discrete
dynamic block diagram of the PFC current loop is shown as Fig.6, T being the
calculation frequency of PFC current loop.

With the calculation frequency of 50 kHz, the Z transform is performed on the
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Fig. 6. Discrete dynamic block diagram of PFC current loop

part of the block diagram except the open transfer function. The resultant function
is given as
P(z) = A(2)/B(2),

where
A(2) = 0421271 + 372272 4+ 491273 4427274 —

— 254275 45642754+ 362277 +2.7127%,
B(2) =01 4+9.6927" + 109272 — 116273 4 1142~ —
— 159275 + 313270 +9.7127" + 278, (14)

In order to use frequency analysis method to design, the Z domain can be changed
to the W domain based on the bilinear transformation method. The Bode figure of
P(w) is shown in Fig.7 (horizontal coordinate is for frequency, units are rad/s). In
order to improve the PFC current inhibition ability on the third and fifth harmonics
in the input current to obtain lower THD, PFC current loop controller G(w) must
contain an integral part, and the zero point cannot be too far below the cut-off
frequency of the open loop transfer of the PFC current loop. Let us assume that
after correction the open loop cutoff frequency of the PFC current loop is 5 kHz=3.14-
10* rad/s. Due to the inherent existence of a calculating cycle delay T = 12.5 us in
the digital control, thus, at the 5 kHz frequency the phase lag of 2£-.180° = 11.25° is

80k
introduced. In order to get a sufficient stability, we can set two zero points for 3 kHz;
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at the same time, in order to improve the anti-interference ability of the current
loop, we set a pole point in 6 kHz. The structure of the current loop controller in W
domain is as follows

w (grer T 1)

100

Frequency [radisec)

-80

Phase deg

-180¢

B 10* 10° 10
Frequency [radfsec)

Fig. 7. W-domain Bode diagram of PFC current loop controlled object

In order that the cutoff frequency of the open loop of the corrected PFC current
loop is 5 kHz=3.14 - 10* rad/s, the open loop gain can be set K = 6400. Based on
the bilinear transformation method G(w) will be transformed from the W domain
to the Z domain as

_0.6867 —1.0839z" ' +0.427722

G(z) = 16
(2) 1—1.61862—1 + 0.618622 (16)

After the correction of the Z domain for the PFC current ring open loop transfer
function, the Bode diagram is shown in Fig. 8. From the graph we can see that the
frequency of the first pass through the 0dB line in the amplitude-frequency curve
of the open loop transfer function is 4.89 kHz=3.071 - 10* rad/s. The phase margin
is 33.26°. In the simulation results, at the position of 16kHz of the amplitude
frequency curve, there are two crossing phenomena, the phase margin is negative in
the position of two crossings, which will pose a threat to the stability of the module.
In order to facilitate the preparation of the control program, G(z) using a differential
equation form is

I (k) = 1.61861(k — 1) — 0.61861.(k — 2) + 0.6867 (k) —

— 1.08397(k — 1) 4+ 0.42771.(k — 2) . (17)
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Fig. 8. Z-domain Bode diagram of PFC current loop open loop transfer function

Since the TMS320LF2406 is a 16bit DSP chip, in order to avoid overflow in the
calculation, the coefficients in the differential equation are calibrated using Q10.

When the AC Source is 4 kVA, the PFC current loop is tested. The test conditions
are as follows: the injection resistance is 100 §2, sweep signal amplitude is 3mV, the
average number of times is 4, sweep speed is medium, and the frequency test range
is 100 Hz—200 kHz.

The test results show that in the 220V DC input, 15 A output, PFC inductor
current is in the DCM state and the bandwidth of the PFC current loop is narrower
than that of the CCM mode, only 763 Hz. The 180V DC input, 15 A output, PFC
inductor current is close to the CCM state and PFC current loop bandwidth will
increase to 3.176 kHz.

2.3. PFC voltage circuit design

PFC current inner loop and power stage form a current source, while the con-
trolled object of PFC voltage loop at low frequencies is equivalent to a current source
for driving capacitor. The S-domain dynamic block diagram of the PFC voltage loop
is shown in Fig. 9, in which P, is the average input power of the PFC circuit, Vo
is the output DC voltage, C is the output capacitor, and G is the voltage loop
controller of PFC.

P 1 Vo

Fig. 9. S-domain dynamic block diagram of the PFC voltage loop



RESEARCH AND DESIGN OF PFC CONTROL 161

Under the premise of ensuring the stability of the PFC voltage loop, the band-
width should be low enough to reduce the modulation effect of the 100 Hz voltage
ripple on the PFC output capacitor to the PFC input current, otherwise the modu-
lation will cause serious distortion of the input current.

The PFC voltage signal sampling and conditioning circuit scheme is shown in
Fig. 10 (Fig. 2 comprehensively shows that the circuit uses a resistor divider to make
sure that the output voltage is less than 3V). A first-order RC filter with a cutoff
frequency of 288 Hz is used to filter the high frequency noise. The voltage follower
formed by LM2904 completes following and isolating, in order to enhance the output
capacity of the circuit. Then in the AD port it adopts second-order RC filters with
a cut-off frequency 33 kHz.

LM2904 10kQ PECVOUT
ADVINS 510Q 1kQ | ©
— PR3
10kQ = 0.14F

Rl
0.01 4F 4TnF c3
Cl 6‘2’ R4

Fig. 10. Sampling circuit for PFC voltage signal

Through the analysis, (ignoring the second-order RC filter with a cut-off fre-
quency 33kHz in the AD port) we can see that the transfer function of the PFC
voltage signal sampling circuit is

B 0.00556
©0.5536-107°9 +1°

H(S) (18)

In the PFC voltage signal of AD sampling port, 3V analog signal corresponds
to the digital signal 1023, while in the PFC voltage loop controller output port the
digital signal 2032 stands for “1”. In order to further reduce the modulation effect of
the 100 Hz voltage ripple on the PFC output capacitance to the PFC input current,
the sampling value of the PFC output voltage is filtered by a first-order digital low-
pass, and the cutoff frequency of the filter is 30 Hz. The filter in the W domain is

expressed as
1

(zm0 +1)
At the calculation frequency of 20 kHz, F'(w) is transformed from the W domain
to F(z) in the Z domain, based on the bilinear transformation method.

Fw) = (19)

~0.0047 + 000472

F(z) = 2
(2) 1—0.99062—1 (20)

All the coefficients in the first-order digital low-pass filter are calibrated by the
Q16 in the program.
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After a comprehensive analysis, the discrete dynamic block diagram of the PFC
voltage loop is shown in Fig.11. Here T is the calculation frequency of the PFC
voltage loop. At the frequency of 20kHz, Z transform is used in the open loop
transfer function of the block diagram in addition to the G(z) and the digital low-
pass filter, getting P(z) as follows

P(2) = 0.1054- 1021 +0.1023 - 10~ *2 2
B 1—1.9136z~" + 0.913622

(21)

U 1 ~ l1-¢ Pin
+'Q§ — G@) T n ™ sCVo

0.0047+0.0047z”" | - | 1023 0.00556
1-0.9906-z7" 3 0.5536:107 s+1

Fig. 11. Discrete dynamic block diagram of the PFC

Based on the bilinear transformation method, P(z) is transformed from the Z
domain to the W domain. The Bode diagrams of the W domain controlled object
are shown in Figs. 12 and 13.

Frequency (radfsec)

Phase deg

10° 10' 10° 10
Frequency (radfsec)

Fig. 12. Controlled object Bode diagram of W domain PFC voltage loop

The cutoff frequency of the open loop transfer function after adjustment of the
PFC voltage is 12Hz= 75.36 rad /s, and due to in digital control inherent delay there
exists delay of about a calculation cycle time. The phase lag was introduced at
frequency 12 Hz but as its value is small, it can be ignored. In order to get enough
phase margin in the cutoff frequency of the PFC voltage loop, the controller of the
PFC voltage loop adopts PI regulator, zero point is set to 2 Hz, and the controller
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GmM=27.09 dB, (w=5614) Pm=56.73 deg. (w=72.45)
100 : : :
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Fig. 13. Open loop transfer function Bode diagram of Z domain PFC voltage loop

structure of the W domain voltage loop is as follows

_ K (mm+l)
o w

G(w) . (22)

In order to make the cutoff frequency of the open loop transfer function of the
corrected PFC voltage loop 12 Hz= 75.36 rad/s, the open loop gain can be set K =
200. Based on the bilinear transformation method G(w)will be transformed from
the W domain to the Z domain as

15.9205 — 15.91052~1
(2) = 11—zt '

(23)

Open loop transfer function Bode diagram of the corrected Z domain PFC voltage
ring is shown in Fig. 14. The diagram shows that the amplitude cross-over frequency
of the open loop transfer function is 11.5Hz = 72.45rad/s, the phase margin is
56.73°, and the gain margin is 27.09 dB.

In order to facilitate the preparation of control procedures and reduce the im-
pact of truncation error, the PI controller uses the position algorithm, where the
differential equations adopted are expressed in the form of

PI(k) = PI(k — 1) + K1V, (k), (24)
Ve(k) = KpVse(k) + PI(k), (25)

where
Kp + K1 = 15.9205, (26)

and, particularly
Kp =15.9105, K;=0.01, (27)
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All the coefficients in the first-order digital low-pass filter are calibrated by the
Q16 in the program.

Adopting AC source 4kVA for the DC power supply, the PFC voltage loop is
tested. The test conditions as follows: the injection resistance is 1k and the ampli-
tude of sweep signal is 1V, the average number of times is 16, the sweep speed is
“Long”, the frequency test range is 10 Hz—100 kHz. The experimental results show
that the voltage has reached the design requirements.

3. Conclusion

In this research, the Boost PFC circuit based DSP control is studied, and the
parameter selection of the main circuit is given. The design scheme and control flow
of current loop and voltage loop are proposed for digital control, and an experimental
prototype is designed. The actual measured results show that the input voltage is
well tracked by the input current and the power factor is 0.99 at full load. Use of
the DSP control parameter adjustment is more convenient, the system upgrade is
easier and not easy to be influenced by aging and temperature drift. The number of
devices is reduced and the anti-interference ability of the system is increased.
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Single image super resolution
algorithm based on local energy and
anisotropic filter in NSCT domain'

ZHANG WEI?, CHEN WEI?

Abstract. A novel super resolution algorithm is proposed for preserving the texture and edge
information and improving the space resolution of single image (this technology is widely used, for
example, in the field of military reconnaissance or space observation). The sub-band coefficients
of the original image are obtained through Nonsubsampled Contourlet Transform (NSCT). Then,
the noise of high sub-band is removed a new high frequency coefficient together with coefficient
of variation weighted interpolation are obtained. The low sub-band coefficients are enhanced and
estimated low frequency coefficients. Finally, the high resolution image is obtained by inverse
NSCT. Experiments on both synthetic images and natural images demonstrate the effectiveness of
the proposed method. Compared with traditional super resolution reconstruction algorithms, the
proposed method can preserve the structure of image and resist Gaussian noise.

Key words. Nonsubsampled Contourlet Transform (NSCT), image interpolation, coefficient
of variation, super resolution reconstruction..

1. Introduction

Super resolution is the process of combining a sequence of low-resolution (LR)
noisy blurred images to produce a higher resolution image or sequence [1]. Super
resolution from image sequences obtain better results than from single image since
the former use these similar but not identical characters among the image sequences.
Many effective methods have been proposed for super resolution based on multiple
low-resolution images of the same scene such as reconstruction-based resolution [2],
[3] or Learning-based resolution [4], [5]. In fact, it is very difficult to acquire sequence
images for the same scene in the practical application such as military investigation
and space observation. Therefore, the research of single image super resolution

1The research work is fully supported by the Science and Technology Program of Jilin (Grant
No. 20150441003SC), the Science and Technology Program of Jilin (Grant No. 20140101197JC),
and the Science and Technology Program of Jilin City (Grant No. 2015554003).

2Department of Computer Science and Technology, Beihua University, Jilin, 132021, China
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possesses important significance in practical applications. Traditional single image
super resolution methods always caused the image edge information blurred that
cannot perform well for image characteristics since there is no redundant information
in single image. The main purpose of this paper is to improve the space resolution
of single image without losing the edge and texture features.

A single image super resolution algorithm is proposed in this paper. The basic
idea is to decompose the LR image through NSCT and use coefficient of variation
weighted interpolation along the edge direction. A nonlinear function is used to
enhancement the dim-target. Then a super-resolution image can be obtained by
inverse NSCT. Several experimental results using simulated images demonstrate
that the new method is efficient for single image super resolution. Compared with
traditional single super resolution algorithms, this algorithm can provide smooth
edges and recovery the texture features, and also resists noise.

2. Proposed single image super resolution algorithm
2.1. Nonsubsampled Contourlet Transform

The contourlet transform is an efficient directional multi-resolution image rep-
resentation. It is defined and implemented by the filter banks in the discrete do-
main. By a redundant pyramidal multi-resolution decomposition, the image was
decomposed into a detail sub-band and approximate sub-band. Then a directional
filter banks was applied on each of the detail sub-band to capture the singularity
of direction. Different from the wavelet transform, the multi-directionality and the
property that the support of basis functions has a variety of elongated shapes with
different aspect ratios make it effectively capture the geometric structure features
of the image information. More importantly, the contourlet transform can flexibly
and effectively combine the multi-scale with the multi-directionality for image rep-
resentation, therefore it can accurately and optimally describe an image [6]. The
nonsubsampled contourlet transform(NSCT) is based on a nonsubsampled pyramid
structure and nonsubsampled directional filter banks. It is a shift-invariant image
decomposition that can be efficiently implemented and can well depress the Gibbs
impact [7]. Compared to the contourlet transform, the NSCT has a better frequency
selectivity and is sensitive to texture.

After NSCT, the energy of an image is distributed in various scales and directions.
The coefficients have the feature of localization in space domain and exhibit depen-
dencies across all of scales, space, and orientations. Figs. la—1le show the ‘zoneplate’
image, an exemplary frequency partition of the NSCT, low frequency coeflicients and
four directional sub-bands of the NSCT decomposition in two scales, respectively.
It can be seen that the most energy concentrates in low frequency coefficients, so
the low frequency coefficients reflect the main information of the image. The high
frequency coefficients reflect the detail of image. Most coefficients are so small that
they are invisible in high frequency sub-bands.
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Fig. 1. Example of frequency partition and four directional sub-bands of NSCT
coefficients: a—zoneplate image, b—frequency partition, c-low frequency coefficients,
d-sub-bands 1-4 of NSCT coefficients, e-sub-bands 5-6 of NSCT coefficients

2.2. Coefficient of variation weighted interpolation in high
frequency bands

To improve the resolution, the pixels in low resolution (LR) image should be
mapped to the high resolution (HR) image. But there are many “holes” in the
HR image to be filled. Interpolation is the simplest method to fill these holes.
The traditional interpolation methods (bilinear interpolation, Newton interpolation)
estimate interpolation point by neighborhood pixels, so blur is introduced in edge
and texture, especially in weak edge and noise.

The NSCT coefficients of noise and weak edge are both small. Different from
weak edge, most noises have not obvious geometrical structure, so they can be
distinguished by the degree of correlation in different directions of the same scale.
Reference [8] introduces a simple method that can remove the noise but preserves
the edges as weak edges. First, it is necessary to calculate the high frequency bands
threshold T by the Bayesian shrinkage and the coefficients that are lower than
threshold are decided whether it is a noise by the correlation among the directional
sub-bands in the same scale. The threshold is determined from the formulae

m n

_ 1 ..
O = | max mzszk(w)—5?,i ’ (1)

i=1 j=1
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TBzﬂa (2)

where f; 1 (4, 7) is the NSCT coeflicient with coordinates 4, j in the I-th scale and k-th
direction. Symbol Ez,k is the standard deviation of the sub-band, d; ; is the standard
deviation of noise and m,n are the sizes of sub-band image.

If the pixel value is lower than a threshold, its coefficient of variation ¢, can be
computed as

Vs S S 20 0) - 0,
" D N M AGE

The coefficient of noise is small and relatively stable in NSCT domain and the
value of ¢, is relatively small. The threshold 7., = 0.03y/m - n is set to differentiate
between the noise and weak edges. The pixel will be labeled as noise if its value is
lower than 7', and be modified as the mean of neighborhood pixels.

For every pixel, interpolation should be performed along the edge directions in
noise-free image to preserve the edges, so detect the information of edge direction
is a necessary step. After the NSCT, contours and textures are mostly located
in high frequency sub-bands and will be captured in responding directional sub-
bands. Figure 1 shows the NSCT representation of the “Peppers” image. Taking
a neighborhood with size of 3 x 3 for the pixel in the high frequency sub-band we
can calculate the coefficient of variation. The maximum and second-maximum are
¢y,m and ¢y, the responding directions are dy, and ds, respectively. By the Newton
interpolation along d,, and ds we can obtain the f,, and fs, respectively. The final
value of the pixel is calculated as

(3)

CUs CUmn

[= Jm - (4)

fs+

Cy,s + Cyv,m Cy,s + Cy,m
2.3. Dim target enhancement in low frequency sub-band

There are almost no noises in low frequency sub-band. But the reconstructed
image is darker than LR image because of energy dispersion. To improve the visual
effect, image enhancement is performed in low frequency sub-band. In addition,
those dim-targets have smooth change of brightness from its neighborhood region,
therefore they provide no clear edges. To enhance the dim-targets and make the
background uniform, the smoothing process should be performed in the faultless
areas and the sharpening process should be performed in the local dim areas. There-
fore, a gray level transformation in the spatial domain is introduced to enhance the
global contrast of reconstructed image effectively. Because human vision is sensitive
to contrast, maximum contrast can be used to estimate the threshold between the
background and dim-target. If this threshold is ¢, the absolute contrast ¢(¢) and best
threshold 7' can be obtained as

c(t) = min(f(u) — ¢, f(I) - 1), ()
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T= Atrg max(c(t)), (6)

where f(u) is the mean of those pixels whose values are greater than ¢ while f(I) is
the mean of those pixels whose values are less than t.
Contrast stretching uses a nonlinear function

= sen(f0.00) - (7D = foin) - (s (5 - LGEZ L)) 4

for fumin <|f(i,5)| <T and

= sign(£06.3) - (£6.3)] o)+ (c05 (5 T LED ) b o ()

2.4. The arithmetic flow

The arithmetic flow consists of two following steps:

1. The LR image is transformed by NSCT. The LR image is decomposed with
three stages by dmaxflat NSDFB and 9-7 NSP of the algorithm proposed in
this paper, and then eight directions are decomposed in each high-frequency
sub-band.

2. Remove the noise of high sub-band using equations (1)—(3) and get new high-
frequency coefficient with coefficient of variation weighted interpolation de-
scribed by equation (4).

3. Bilinear interpolation is used in low-frequency image. Then the coefficients are
enhanced by equation (8) and estimated are low-frequency coefficients.

4. High resolution image is obtained by inverse NSCT with estimated coefficients
that are obtained in steps 2 and 3.

3. Experimental results

The synthetic image and natural image are tested with Bicubic, algorithm pro-
posed in [9], algorithm proposed in [10], and the above method. The processed
images are in Figs. 2 and 3.

3.1. Experiment on synthetic image
A synthetic image is obtained by double down-sampling and adding the Gaussian

noise. Figure 2 illustrates five images. Figure 2a is the part of “boat”. Figs.2b to 2d
are the HR images reconstructed by the Bicubic, the algorithm proposed in [9], and
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the algorithm proposed in [10],respectively. Figure 2e is the HR image reconstructed
by the method proposed in this paper.

a b C

Fig. 2. Super-resolution results of part of boat: a—origin, b-Bicubic, c—processing
by [9], d—processing by [10], e-processing by proposed algorithm

3.2. Experiment on natural image

We selected a natural image and tested it using various algorithm. There exist
only global translation and rotation in the test image. Experimental results show the
efficiency of the proposed algorithm in dim-target enhancement with low contrast.

4. Discussion

The simulation results show that the aliasing phenomenon is serious in image
reconstructed by Bicubic. In Fig. 1a, the blocking artifacts are obvious on the mask
and roof. SSIM, PSNR and entropy are tested in the LR image and reconstructed
image and the results are showed in Tables 1-4. The proposed algorithm is more
successful in noise suppression, edge enhancement and gets highest PSNR.. The value
of SSIM showed in Table 2 illustrates that the proposed algorithm can preserve the
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Fig. 3. Super-resolution results of natural image: a—origin, b—Bicubic,
c—processing by [9], d—processing by [10], e-processing by proposed algorithm

structure of image effectively. Table 3 shows the corresponding result.

Compared with the bilinear interpolation, the PSNR of the proposed algorithm
is improved by 2.4-16.7 %, the average PSNR increase is 5.8 %. Compared with the
method of ref. [9], the PSNR of the proposed algorithm is improved by 0.1-3.8 %,
and the average PSNR increase is 1.4 %. Compared with the method of ref. [10], the
PSNR of the proposed algorithm is improved by 0.1-1.5 %, and the average PSNR
increase is 0.35 %.

Table 1. Comparison of the PSNR obtained by different algorithms

image Bicubic | ref. [9] | ref. [10] | proposed method
airport 29.257 30.784 30.785 30.808
baboon 26.868 28.140 28.424 28.613
barb 26.748 30.852 31.602 31.221
boat 28.676 29.644 29.987 29.988
couple 32.468 33.456 34.652 34.744
girl 31.458 31.782 32.413 32.440
moom surface 24.763 25.154 25.447 25.755
man 30.476 31.735 31.878 31.996
pixel ruler 29.367 30.452 30.553 30.576
testpat 31.782 32.418 32.568 32.669
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Table 2. Comparison of the SSIM obtained by different algorithms

image Bicubic | ref. [9] | ref. [10] | proposed method
airport 0.734 0.754 0.787 0.788
barb 0.759 0.812 0.816 0.828
boat 0.766 0.823 0.832 0.833
baboon 0.721 0.793 0.814 0.826
couple 0.785 0.812 0.825 0.842
girl 0.791 0.845 0.855 0.856
moom surface 0.719 0.763 0.784 0.797
man 0.782 0.803 0.826 0.832
pixel ruler 0.795 0.821 0.832 0.845
testpat 0.771 0.824 0.826 0.844

Compared with the bilinear interpolation, the SSIM of the proposed algorithm
is improved by 6.2-14.1%, the average SSIM increase is 8.8 %. Compared with
the method [9], the SSIM of the proposed algorithm is improved by 1.2-4.5 %, the
average SSIM increase is 3.0 %. Compared with the method [10], the SSIM of the
proposed algorithm is improved by 0.1-2.2 %, the average SSIM increase is 2.1 %.

Table 3. Comparison of the entropy obtained by different algorithms

image LR image | Bicubic | ref. [9] | ref. [10] | proposed method
airport 3.2569 3.2653 3.3219 3.3323 3.3732
baboon 2.3735 2.4159 2.5748 2.6137 2.6490
barb 2.4888 2.5132 2.6966 2.7345 2.7443
boat 2.6324 2.7032 2.7828 2.8344 2.8432
couple 2.9843 3.0352 3.1274 3.1435 3.2523
girl 2.6369 2.6697 2.7132 2.7312 2.7627
moom surface 3.2153 3.2408 3.3448 3.3562 3.3712
pixel ruler 2.9837 3.0221 3.0435 3.0521 3.0693
testpat 2.8732 2.9072 2.9546 2.9723 2.9952

Compared with the bilinear interpolation, the entropy of the proposed algorithm
is improved by 1.6-9.5%, the average entropy increase is 4.9%. Compared with
the method described in ref. [9], the entropy of the proposed algorithm is improved
by 0.8-4.0%, the average entropy increase is 1.9%. Compared with the method
described in [10], the entropy of the proposed algorithm is improved by 0.4-3.5, the
average entropy increase is 1.0 %.

Table 4. Comparison of the MSE obtained by different algorithms

image Bicubic | ref. [9] | ref. [10] | proposed method
airport 2.4654 1.9874 1.8456 1.8327
baboon 2.2853 1.8823 1.5436 1.4425
barb 2.1357 1.6349 1.4537 1.4218
boat 2.0458 1.4917 1.3627 1.2807
couple 1.9079 1.7543 1.6789 1.6325
girl 1.8894 1.7547 1.6756 1.6479
moom surface 2.5864 2.1464 1.9864 1.8768
man 2.0254 1.9854 1.8546 1.8103
pixel ruler 2.4712 2.0957 1.9954 1.8628
testpat 2.0569 1.9875 1.8539 1.8212
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Compared with bilinear interpolation and method [9], the MSE of the algorithm

is greatly improved. Compared with the method [10], the MSE of the proposed
algorithm is improved by 0.7-6.6 %, the average MSE increase is 3.6 %.

5. Conclusion

The results show that the proposed algorithm provides clear edges, clear texture

and overcomes the adverse effects caused by uneven illumination to a certain extent.
Also, the effectiveness of the proposed method was confirmed in various simulation
conditions.
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Study on soft sensor model of boiler
thermal efficiency based on support
vector regression and grid search
algorithm'

BIAN HEYING?, ZHANG XIAOLI®

Abstract. A novel soft sensor model of boiler thermal efficiency is established by apply-
ing support vector regression(SVR) and grid search algorithm (GSA). This method divides data
collected into training data and testing data by researching on the 1000 MW unit of Sanbaimen
Power Plant in Datang Chaozhou, uses grid search algorithm to optimize the parameters C and g
of the soft sensor model, and applies test data and random data to test the model accuracy and
generalization capability. The simulation results show that the built soft sensor model has higher
prediction accuracy where relative error is controlled within 1% and better generalization ability,
which provides a feasible scheme for online measurement of boiler thermal efficiency.

Key words. Support vector regression, grid search algorithm, boiler thermal efficiency, soft
sensor, model.

1. Introduction

Boiler thermal efficiency is a key indicator for measuring the economic operation
of the boiler. To improve its thermal efficiency, combustion should not only save
energy, but also reduce pollution and greenhouse gas emissions [1]. Therefore, it is
very important to measure accurately boiler thermal efficiency, which is helpful to
adjust timely the boiler combustion optimization control strategy, improve the en-
ergy efficiency and reduce the cost of power generation. The boiler thermal efficiency
model is a key factor to measure accurately the boiler thermal efficiency. There are
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2College of Electrical and Mechanical Engineering, Pingdingshan University, Henan, Pingding-
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two kinds of methods to establish the model at present: mechanism modeling and
data modeling [2]. As the boiler combustion process has multivariable, nonlinear,
strong coupling and large delay characteristics, it is very difficult to establish boiler
thermal efficiency model by mechanism modeling. Data modeling method has at-
tracted more attention In recent years [3], [4] the soft sensor model of boiler thermal
efficiency was built according to the test data of boiler combustion by applying neu-
ral network and genetic algorithm; research results show that the model has better
measurement accuracy and generalization ability. Literature [5] proposed the least
squares support vector machines model between extracted feature and boiler effi-
ciency by analyzing the boiler combustion historical data. Research results show
that the prediction accuracy of the model was also obviously improved.

2. Support vector regression and modeling of grid search
algorithm

2.1. Theory of modeling of support vector regression
The basic idea of modeling of support vector regression is that non-linear prob-

lems of a low-dimensional space are transformed into linear problems of a high-
dimensional space by introducing the kernel function K (x;, x;) [6].

If {(z1,21),..., (s, zn)} is the training sample set, then the regression function
F is given by the formula
F={fIf(x)=w"¢(2) +b, weR"}, (1)

where w stands for weight vector, T' denotes the sample points sets, ¢ () is nonlinear
mapping from input to output space and b is the threshold. Then

Rrog @) = 5 0l + € Renp [ @)] = 5 ol +C- =Sy = f @], (2)
=1

where ||w;|| describes the model complexity, the role of the penalty coefficient C is a
compromise between the experience risk and the complexity of the model, n stands
for the number of training samples, Remp is the experience risk function and Ryeg is
the structure risk function. The value of w can be determined from the formula

w=Z(ai—a2‘)¢(wi), (3)

where «;, o represents the solution of R.., minimized, x; is the support vector,
n stands for the number of training samples, and f(z) can be represented by the

formula
n

@)= (i —af) [ (@) - & ()] +b. (4)

i=1
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Non-linear support vector regression function f(x) can be defined according to the
kernel function K (z;,z;) = ¢ (z;) - ¢ (z;) using the formula

n

f(x):Z(ai—af)K(mi,m)—i—b:Zwi-K(xi,x)—Fb, (5)

i=1

where w; is the coefficient of support vector, K (z;, z) is the kernel function, and b
is defined by the formula

b=y, —wi-¢(xi) . (6)
2.2. Parameter selection of SVR model

The radial basis kernel function K (z;,2;) = exp (—g - |z; — z;]?) is selected as
kernel function of support vector regression model in this research. The accuracy
of SVR model generally depends mainly on four parameters, particularly on the
kernel function parameter g, penalty coefficient C, maximum allowable error e, and
insensitive loss function €. Parameters e and € are, however, usually ignored because
they are controlled by the human’s behavior and exhibit only a little impact on the
model of soft sensor ability [7]. On the other hand, parameters C' and g affect
directly the model soft sensor precision and generalization ability [8]. This research
applies the grid search algorithm to optimize parameters C' and g in order to obtain
parameters that are as good as possible.

2.3. Method of GSA-SVR modeling

In this research, the method supporting vector machine combined with grid search
algorithm is known as GSA-SVR modeling. The GSA-SVR training steps are as
follows:

1. To determine training data and test data according to the data collected from
the field.

2. To deal with data such as noise reduction and data normalization.

3. To optimize parameters C' and g that are obtained by applying grid search
algorithm.

4. To establish soft sensor SVR model of the boiler thermal efficiency by using
the optimum parameters and training data.

5. To verify the accuracy and generalization ability of the model built by applying
the test data.

6. To use the model to predict the data measured if the accuracy and generaliza-
tion ability of the model meet the requirements; otherwise to build the model
again.
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3. Soft sensor model structure of the boiler thermal efficiency

3.1. Simplified model of boiler thermal efficiency calculation
based on ASMFE

There are two calculation standards of the boiler thermal efficiency at present,
one of them being the national standard of power performance test procedures of
people’s republic of China [9]; the other being the standard of power performance test
procedures of the American society of mechanical engineers, referred to as ASME.
The standard model must be simplified in order to improve the calculation efficiency
because some parameters are not able to be measured online under the boiler oper-
ation condition. In this research, the model simplification principle based on ASME
is as follows.

1. Water content heat loss is given by the formula

. = CpHgO
Qi

where Cpp,0 is mean specific heat of water vapor, QY is the low-heat value
of boiler efficiency, K», ks, ks are the coefficients of @Y, apy is the excessive
air coefficient of exhaust, ¢, is the exhaust flue gas temperature and tg is the
temperature of cool air.

. (kg +0.01 (1{34 + ko - Oépy)) . (tpy - tR) X 100%)7 (7)

2. Dry flue gas heat loss is given as

C
ZG = ﬁ . (kl —+ k2 . Oépy) (tpy - tR) X 100%7 (8)
d

where Cl,, is the mean specific heat of exhaust and k; is the coefficient.

3. The heat loss caused by incomplete combustion of carbon is given as

33730
luC - Qg :

where AY is the application base ash, Cy is is the fuel percentage in fly ash
and C},, is the fuel percentage in ash slag.

Chf Chz
0.1
100—Cre ~ 100 =y,

AY (0.9- ) x 100% , (9)

4. Radiation and convection heat loss is Iy, = 0.5 %.
5. Other heat loss is I, = 0.5 %.

6. Then the boiler thermal efficiency is
n =100 -1, (10)

where [ = Ig + lue + lun + Lo .

The thermal efficiency of the boiler can be calculated according to the simplified
model of the thermal efficiency of the boiler, but the calculation speed is slow and
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it is very difficult to realize on-line measurement of the boiler thermal efficiency.
Therefore, the soft sensor model of the boiler thermal efficiency is built by applying
SVR and GSA algorithm in this research. The key parameters influenced by the
boiler thermal efficiency are selected as soft sensor model input parameters, the
partial boiler thermal efficiency values calculated according to the formulae (6)-(9)
are taken as model output parameters during establishing soft sensor model.

3.2. Soft sensor model structure of the boiler thermal effi-
ciency

The boiler thermal efficiency is influenced by many factors [10]. The model
input parameters are selected by mechanism analysis and correlation analysis as
follows: total amount of air, ventilation rates of six coal pulverizes, three values
of the contents of oxygen in the flue gas, fuel component, six opening degrees of
secondary air dampers, five opening degrees of the coal feeders, a tilting angle of the
burners and the opening degree of fired-off air damper.

The total amount of fuel and air describes the load effect on the boiler thermal
efficiency; effect of oxygen content is described by several parameters such as the
opening degree of the secondary air damper, ventilation rate of coal feeders and
oxygen content in the flue gas. The opening degree of the coal feeder describes the
effect of the pulverized coal, the influence of other factors are described by opening
degree of the fired-off air damper and tilting angle of the burners. The soft sensor
model structure of the boiler thermal efficiency is built and shown in Fig. 1.
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Fig. 1. Prediction model structure of boiler thermal efficiency
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4. Soft sensor modeling of the boiler thermal efficiency based
on GSA-SVR

The task was to establish a soft sensor model according to the method of GSA-
SVR modeling introduced in the previous section. The simulation data come from
the historical data of a 1000 MW ultra-supercritical unit of Datang Chaozhou power
station.

Now how to determine the training sample data and testing sample data. First,
the data coming from the distributed control system were preprocessed and selected
randomly 200 groups data among them. 40 groups data were obtained by choosing
a group data among every 5 groups, 40 thermal efficiency values were calculated
according to the ASME model by applying the 40 groups, which served as the
training sample output. Second, the data groups of 8 multiples were selected among
the 200 groups data, 25 groups data obtained served as the test sample input, the
thermal efficiency values match the 25 groups data served as the test sample output

To determine the variation range of the penalty parameter C' and radial basis
core parameter g according to the relevant theories, the variation range of the former
parameter is [-8, +8|, while the variation range of the latter parameter is [0, 300].
To optimize the parameters C' and g by using the grid search algorithm, the fitness
curve of the training sample set acquired by applying GSA-SVR algorithm is shown
in Fig. 2.

Best c=1.7411 g=147.0334

log2g log2c

Fig. 2. Fitness curve of SVR optimized by GSA

Fig. 2 shows that the optimal penalty factor C' equals to 1.7411, the kernel func-
tion parameter g equals to 147.0334 by applying the GSA-SVR model, and that the
soft sensor model built has 17 support vectors. The decision function of the SVR
model obtained by Matlab is

f(x) :iwiexp (—g|xi—x\2) +b. (11)
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5. Verification of validity of soft sensor model of boiler
thermal efficiency

The final prediction effect of the soft sensor model is evaluated by using mean
square error (MSE) and squared correlation coefficient (r?). With the square cor-
relation coefficient approaching more close to 1, the result of regression fitting is
better, the value of MSE is smaller and prediction precision of the model is also
better.

To verify the validity of the built soft sensor model, the model is tested by
applying test data. The test results show that 2 = 0.99365, MSE is 0.031, the
regression curve fitting degree and the accuracy of the model built can meet the
practical requirements. The simulation output curve of the actual value and soft
sensor value of the boiler thermal efficiency by using Matlab is shown in Fig. 3.

The solid line represents the actual values of the boiler thermal efficiency; the dot-
ted line represents the prediction values of the boiler thermal efficiency by applying
the soft sensor model built.
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Fig. 3. Output curve of actual value and soft sensor value of boiler thermal
efficiency

Fig. 4 shows the same trend of the rise and fall both of the soft sensor values
and actual values, only the amplitude of variation is slightly different in the local
range, which confirms that the soft sensor model built of the boiler thermal efficiency
has higher prediction accuracy and better generalization ability. Fig.4 contains the
curve of the relative error and corresponds to Fig. 3.

The relative error is controlled basically within 1% and variance is 0.0043, as is
shown in Fig. 4.
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Fig. 4. Relative error curve of the boiler thermal efficiency
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Fig. 5. Relative error of the boiler thermal efficiency

25 groups of data are selected randomly in order to further verify the general-
ization of the model established. The soft sensor results of the model show that the
relative error can be limited in the range of accuracy and the soft sensor model has
better generalization ability, as is shown in Fig. 5.
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6. Conclusion

A novel soft sensor model of the boiler thermal efficiency is established by apply-
ing support vector regression and grid search algorithm about the problem that the
boiler thermal efficiency is difficult to measure accurately. To optimize the parame-
ters C' and g of the prediction model are found using adaptive grid search algorithm.
Soft sensor accuracy and generalization capability of the model are improved by pre-
processing of acquisition data and verified by using test data. The simulation results
show that the relative error of the soft-sensing model established is controlled within
1%, the variance is only 0.0043. In summary, soft sensor accuracy and generalization
capability of the soft sensor model established can meet the practical requirements
and provide an effective way of measuring the boiler thermal efficiency in power
plant.
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Research on big data processing and

analysis architecture based on
MongoDB'

LONGGE WANG?#, TAO SONG*, JUNYANG YU??

Abstract. A novel big data processing and analysis architecture is proposed based on
MongoDB. First of all, a data processing framework is present to guide the application of big data.
Secondly, a new big data processing architecture consisting of non-relational database MongoDB
and distributed framework MapReduce is put forward to satisfy the requirements of big data storage
and parallel processing. Finally, the travel data of Beijing during the Spring Festival in 2014 is
tested to verify the efficiency of the proposed big data processing architecture.

Key words. MongoDB, NoSQL, data processing, data analysis, big data.

1. Introduction

Over the past ten years, data has increased in a large scale in various fields.
The application of internet technology, especially the rapidly development of the
mobile internet technology, produces large amounts of data in the day-to-day use.
And the novel data acquisition setups, such as GPS, new-type sensors, automatic
tracking and monitoring system, also produce a large amount of data in everyday
practice. Under the explosive increase of global data, the term of big data was used
to describe enormous datasets. Big data is an evolving term that describes any
voluminous amount of structured, semi-structured and unstructured data that has
the potential to be mined for information.
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Big data brings the new opportunities and challenges for the data storage, data
analysis and data processing. Big data is often characterized by 5 Vs [1], [2].

1. Volume: organizations collect data from a variety of sources, including business
transactions, social media and information from sensor or machine-to-machine
data.

2. Velocity: Data streams in at an unprecedented speed and must be dealt with
in a timely manner; for example RFID tags, sensors and smart metering are
driving the need to deal with torrents of data in near-real time.

3. Variety: data comes in all types of formats — from structured, numeric data
in traditional databases to unstructured text documents, email, video, audio,
stock ticker data and financial transactions.

4. Value: The critical problem in big data is how to discover values from datasets
with an enormous scale, various types, and rapid generation.

5. Veracity. Big data veracity has an impact on the confidence reposed by the
marketer to their database.

In a volatile big data environment, accuracy becomes an issue among digital
marketers regarding the collected data for their business.

The application of big data has achieved very good results with the placement
and use of a large number of sensors [2—4], but there are still some problems to be
solved. Firstly, the traditional database is difficult to meet the needs of the data
storage and management with the rapid growth of the sensor data. The sensor
data has the high concurrency and large data volume characteristics. Secondly, the
captured data has a certain degree of redundancy as the sensors usually collect data
at intervals of several seconds. Therefore, finding a sensor data storage method with
high data storage efficiency becomes an important research area for the application
of big data.

In this paper, a novel big data processing and analysis architecture is proposed.
Firstly, a data processing framework is presented to process and analysis the big
data. Secondly, a MongoDB-based big data processing architecture is proposed to
improve the efficient of storage and parallel processing, which composed of non-
relational database (MongoDB) and distributed framework (MapReduce). Finally,
the travel data of Beijing during the Spring Festival in 2014 is tested to verify the
efficiency of the proposed big data processing architecture.

2. Processing of big data

Big data is basically consisted of the acquired data and exchanged data. The
knowledge which was mined through the big data processing system can be used to
support the upper decision or application. Five main phases [4] such as data prepa-
ration, storage management, calculation processing, data analysis and knowledge
display are requisites. The processing of big data is shown in Fig. 1.
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2.1. Data preparation phase

Big data requires some preprocessing as cleaning and sorting before storage and
calculation. It is similar to ETL (Extracting, Transforming and Loading) in tra-
ditional data processing system. Compared with the traditional data analysis, the
differences are not only in quantity and format but in data quality. In view of
these, the format standardization and noise elimination are necessary steps in data
preparation phase.
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2.2. Storage management phase

The storage technology is facing great challenges in terms of performance and
cost since the rapid growth rate of big data. Storage system of big data requires
high adaptability of unstructured data management, high extensibility of various
data formats and low storage cost of massive data.

2.8. Calculation processing phase

According to the data type and analysis target, it is necessary to introduce appro-
priate algorithm models to implement the fast data processing. Significant amounts
of calculating resources are required in big data processing. Therefore distributed
computation has become the mainstream architecture for big data processing.

2.4. Knowledge display phase

Presenting the visualized results to the user is an important process of big data
analysis when the big data services engaged in supporting the decision application.
In some closed loop big data services, visualized results generally are directly applied
by the machine according to the algorithm without manual intervention.

3. Comparative analysis on Non-relational database

Storage technology is facing great challenges cause of the characteristics of big
data such as heterogeneous, massive, real-time processing. Traditional relational
database has been difficult to meet the performance requirements such as high ef-
ficiency accessing, high concurrent reading and writing, high availability and high
scalability. Distributed storage technology of non-relational database [5], [6] has a
greater advantage for massive data storing in each service node through the large-
scale distributed structure correspondingly. Accordingly, the distributed storage
based on the non-relational database provides an effective solution for the storage
and management of big data. The comparative analysis of existing three Non-
relational databases is shown in Table 1.

From three mainstream NoSQL databases characteristics analysis [5-7], Mon-
goDB could better support the massive data sharding and quering compared to
Hbase and Dynamo. Especially, the index function of MongoDB improves the query
speed of acquired data.

4. Big data processing architecture based on MongoDB

According to the previous analysis, designing and constructing big data pro-
cessing architecture which composed of non-relational database (MongoDB) and
distributed framework (MapReduce) will effectively satisfy the core requirements of
efficient storage and parallel processing.
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The basic operation principle of MongoDB clusters system as follows [10], [11].
MongoDB clusters determine whether the data on a slice is more than a predeter-
mined value when importing data occurred by users. Sharding mechanism will be
activated if the value exceeded the limit of storage. Data set is divided into chunks
and assigned to different shards. In this process, MetaData information in term of
shard and chunk will be stored in Config Server. The architecture adopt with Mon-
goDB clusters could be forming multi-partitions MongoDB servers. In the process of
data storage, query and analysis, each partition node could be carried out concurrent
processing due to distributed storage. With the increasing of the amount of data,
data set can be added to the new shards. Furthermore, each data node is configured
with the corresponding backup node. Consequently, the performance requirements
of system such as availability, efficiency and scalability could be satisfied. Logical
relationship of MongoDB clusters deployment is shown in Fig. 2.

Table 1. Comparative analysis of Non-relational databases

Database

HBase

Dynamo

MongoDB

Data models

Columnar

Key

Document

Single query only

Single query only

Key query only

Support most query

R/W performance

Write complex

Always write, read

complex

Write complex

Usability of interface

Support most pro-
gramming languages

Support simple in-
terface only, REST-
FUL

Support most pro-
gramming languages

Expansibility Add table service Add node, table mi- | Add shard, chunk
gration migration

Data version Time stamp Vector clock Real time

Data version Not support Not support Support

Big data processing architecture mainly involves control and interaction among
the MongoDB distributed cluster, Hadoop cluster, and master server [8-10]. The
data processing procedure is as follows.

4.1. Control of Hadoop cluster

The master server is responsible for the coordination control of task assignment.
according to the request of query or update on the data shard node, the task and
information returned are distributed in a unified way to MongoDB configuration and
routing node.

4.2. Control of mongo routers

The mongo routers are responsible for operations of routing and coordinating,
thereby control clusters as a whole system. The mongos inquire about information of
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MongoDB configuration and routing firstly, and then find out forward the request to
the shard node for storing corresponding data. Furthermore, the processing results
are returned to mongos separately when sharding node completed the operations.
Mongo routers summarize all the results and return to master server at last.
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Fig. 2. Deployment of MongoDB clusters
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4.3. Data source sharding of MongoDB

Many Chunks is creating as input data for parallel processing from MongoDB.
If data is not sharding by MongoDB, then Hadoop is reading the data through the
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route. On the contrary, Hadoop is reading the information of data Chunks from
MongoDB router and configures server firstly, and then it reads and inputs the
storing data on the shards.

4.4. MapReduce procedure

The system node calls MapReduce application to implement the Map and Reduce
procedure through the above 3 processes. The final query results will be presented
to the user or parallel write to the data shard on the MongoDB.

5. Experiment and discussion

In this section, the travel data of Beijing during the Spring Festival in 2014 are
tested to verify the efficiency of the big data processing framework proposed by this
paper. The obtained traffic data during the Spring Festival period are more than 2
TB, only part of the most important data are selected to test the proposed big data
processing framework in this example.

5.1. Data preparation

In the road traffic data collection, the minimum time granularity, 5 minutes,
traffic data are captured by using the various sensors located on the road, such
as the traffic flow detector, induction coil, microwave sensors, video surveillance
systems, and other equipment. Then the basic parameters of road network traffic
flow can be obtained by using these sensor data in combination with the toll road
data. Up to now, 693 sets of traffic volume collection equipment has been built
in Beijing to cover 593 ordinary road sections in order to obtain road traffic data,
where 110 sets in national road, 342 sets in provincial road, and 241 sets in country
road. In addition, 18 highways have realized the collection of video, traffic flow and
statistical data of import and export toll stations for key sections in Beijing.

In the inter-city passenger flow data collection, intercity passenger flow of real-
time and expected travel data can be obtained through the railway ticketing system,
inter-provincial passenger ticketing system, as well as civil aviation passenger flight
dynamics information.

In this example, 17 days travel data between January 16, 2014 (the first day of the
Spring Festival travel) and February 1 (the 17th day of the Spring Festival travel) are
selected for experimental validation. Eight access to Beijing’s national roads traffic
data are selected as the ordinary road data, which captured by the cross-section
traffic detection equipment. 11 Beijing’s external (excluding urban) highway toll
data are selected as highway data. And railway, civil aviation and inter-provincial
passenger transport data are derived from the passenger data collected by their
respective information systems.
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5.2. Data calculation processing

The Map Reduce distributed batch computing method is adopted in order to
meet the requirements of high efficient storage and parallel processing of large-scale
traffic data in this example. MongoDB server cluster contains MongoDB server with
multi-partition node, where each partition holds a portion of the data. Each node
can be processed in parallel to ensure the efficiency of the system in the process of
saving, querying and analyzing data.

Master acts as the master server to control the task distribution and process
coordination of the entire system. Mongos is responsible for routing and coordinating
operations, which achieves the overall control of the cluster. And MongoDB cluster
creates many chunks from the source data as input data for parallel processing. The
system node calls the MapReduce application to implement the Map and Reduce
process of the data, and presents the final query result to the user, and writes the
data to the MongoDB fragments.

5.3. Data analysis and mining

The proposed data processing framework is used to analyze the traffic data during
the Spring Festival in this paper. First of all, the neural network algorithm [11] is
applied for feature extraction of traffic data during the Spring Festival in Beijing,
and then the key features of the key indicators are got. Secondly, the association
rule algorithm [12] is used to analyze the relationship between different features, and
the more valuable traffic features and models are obtained. Finally, the obtained
models and information are used to guide the urban transport services, planning
and management.

5.4. Knowledge display

The use of knowledge display to show the boring traffic data becomes intuitive
and visible. The results of the feature analysis in this example are shown below.

e The effect of departure from Beijing is increasing sharply, and the urban pas-
senger transport is the first way for residents to leave Beijing.

The main feature of urban traffic is a large number of people leaving the city
which led to a sharp drop in demand for travel within the city during the
Spring Festival, as shown in Fig. 3.

As can be seen from Fig. 3, the volume of intercity traffic and road traffic began
to leave Beijing more than entering Beijing since the launch of the Spring Festi-
val travel. The number of people leaving Beijing increased day by day with the
cumulative effect of leaving Beijing, and reaching the maximum on February 1
(the second day of the Spring Festival). Intercity passenger transport (railway,
civil aviation and highway inter-provincial passenger transport) is the most
important way for residents to leave Beijing during the Spring Festival. The
number of people leaving Beijing gradually increased with the Spring Festival
approaching. The number of single-day leaving Beijing in January 29 reaches
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The cumulative number of leaving Beijing using Intercity passenger transport
The cumulative number of leaving Beijing using road traffic

Total number of people leaving Beijing (Unit: million peop/e)
474/
409 -
354 .
294
w7
208 _ I

by by by
T b T B E 3 b E B b

N N N

w ~N ©

Fig. 3. Visualization of changes in number of people leaving Beijing during Spring
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the peak, 800.000 people. This is because January 29 is the day before Chi-
nese New Year’s Eve, and the tradition of home New Year contributed to the
increase in the number of people leaving Beijing.

82 "uer _

()]
o€ “ue _ 2
1e-uer I

LT uer .

ST Uel g 10

6T "uer -}E
0z uer . =
T2 uer X
Tl p—

T "uer
S¢ uer
9¢ ‘uer

The traffic pressure distribution in the city is balanced, and the travel time
constraint of citizens is obviously weakened.

Compared to the average hourly traffic index during the Spring Festival and
other normal periods, the result is shown in Fig. 4.

=== During the Spring Festival
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Fig. 4. Comparison of average hourly traffic index between Spring Festival and
ordinary working day
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It can be seen from Fig.4 that the travel time constraints were significantly
reduced during the Spring Festival, and the elastic travel time effectively bal-
ances the traffic pressure over time. There is no obvious morning and evening
traffic peak during the Spring Festival in compare with the normal working
days. The traffic pressure was balanced throughout the day, and the traffic in-
dex at all times was 2.0 or less during the Spring Festival. In other words, city
traffic is at the unimpeded level all day. Therefore, the urban road network
operation was good because of that a large number of people from Beijing to
avoid the daily concentration of morning and evening peak pressure.

The population is positively correlated with the total demand in the city, and
is positively related to the operation of urban road network. igure 5 shows
that the sharp drop in the total traffic demand with the return passenger flow,
student traffic, and family visits and other traffic generated a large number
of people and vehicles from Beijing. The average daily traffic index and pop-
ulation in Beijing are generally declining except on January 18 and 25 (two
rest days before the holiday), and both the trends of them are basically consis-
tent. The overall average daily traffic index decreased and the residents travel
smooth traffic with the reduction of population in Beijing. All in all, the urban
population has a significant impact on the operation of urban road network,
and there was a strong positive correlation between them. Therefore, in the
normalized congestion control work, we not only through policy-oriented to
reduce the frequency of motor vehicle use, through the price mechanism to
guide the peak-shifting time-sharing travel, but also should actively explore
new management methods, reasonable planning of urban layout and function,
strict control of city size and population. The proposed MongoDB-based big
data processing architecture is verified through the realization and analysis of
this example.

=== Population in Beijing £ The average hourly traffic index
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Fig. 5. Comparison between average daily traffic index and population changes in
Beijing during Spring Festival
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6. Conclusion

In this paper, a novel big data processing and analysis architecture was proposed

to satisfy the core requirements of big data storage and parallel processing. Firstly, a
data processing framework was used to guide the application of big data. Secondly, a
variety of non-relational databases were compared to select the appropriate database.
Thirdly, a big data processing architecture was proposed in order to improve storage
efficiency, which composed of non-relational database MongoDB and distributed
framework MapReduce. Finally, the travel data of Beijing during the Spring Festival
in 2014 was tested in this paper. Experimental results illustrate that the proposed
big data processing architecture is effective.
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Access control model based on role and
attribute and formal verification'

Hur Q1?, HONGXIN MA?, XIAOQIANG Di1?, JINQING Li1?

Abstract. The defects of the current access control models based on role and attribute
(RABAC) and their causes are analyzed and more fine-grained, flexible and efficient RABAC model
are proposed. The evaluation indicators of access control model are extended to describe the access
control granularity, flexibility and decision performance of model. The model described in this
paper and other models are evaluated theoretically in these three aspects.

Key words. RBAC, ABAC, Attribute-based access control, access control, RABAC.

1. Introduction

Since the late 1960s when the access control matrix was proposed, access control
technology has received much attention and gained considerable development. At
present, lots of access control models have been proposed and applied. Among these
access control models, Role-Based Access Control (RBAC) model has made great
success [1]. By introducing a mid-layer (role) between users and permissions, the
RBAC model can maintain the flexibility and security of the access control system
facing large number of users, large amount of data and large scale of business. With
the further development of information technology, the emergence of new computing
models (such as ubiquitous computing, mobile computing and cloud computing) and
the expansion of network environment (from Internet to mobile Internet, Internet of
things, space-ground integration network) make access control requirements become
more complex. Access control decisions depend more on the context in which the
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access control requests reside and the security attributes of subjects and objects.
ABAC model was born in this environment, which solves the problem that the RBAC
model cannot well support a large number of context attributes (the problem of role
explosion) and achieves the dynamic and fine-grained access control [2]. However,
the access control decision of ABAC model is more complex, hence the safety analysis
of access control rules is more difficult.

Both RBAC and ABAC have their particular advantages and disadvantages,
and their advantages are complementary. Therefore, some scholars put forward the
RBAC/ABAC hybrid approach (namely RABAC model) to hold the simplicity and
security of RBAC, as well as the flexibility of ABAC. RABAC model is based on
RBAC, using RBAC to manage static relationship between users and permissions
to ensure the security of this relationship, while using ABAC to manage dynamic
relationship between users and permissions, that is, dynamically applying attribute-
based access control rules to user-role mappings, role-permission mappings and user-
permission mappings. Nevertheless, there are some deficiencies in current RABAC
models with respect to access control granularity, flexibility and decision perfor-
mance. This paper deeply studies these problems, proposes the improved RABAC
model and verifies the new model theoretically.

The rest of this paper is organized as follows. Section 2 gives a brief introduction
to the research of access control model. Section 3 presents the framework of the
proposed access control model. In Section 4 three important properties of the model
are verified in theory. Section 5 concludes this paper.

2. Related work

RBAC model maps the users to the roles, and then maps the roles to the per-
missions. It makes the management of access control be divided into two parts:
the user-role mapping and the role-permission mapping, which simplifies the man-
agement of access control. After the RBAC96 model, in order to further improve
the security of access control management, several models such as ARBAC97 model
(Administrative RBAC97), ARBAC99 model and ARBAC02 model appeared suc-
cessively [1]. The emergence of these models makes RBAC model more mature,
greatly improving the security and the ease of use.

But RBAC model is not suitable for the environment where it is necessary to
dynamically and finely control the user-permission mapping (3, 4]. In this environ-
ment, the relationship between users and roles and that between roles and permis-
sions frequently changes. More roles are needed to support different access control
requirements, which makes the RBAC model more complex and difficult to manage.
Therefore, people put forward the ABAC model, using access control rules based
on attribute to directly determine the relationship between users and permissions
to achieve the dynamic and flexible access control. But ABAC also has disadvan-
tages. Unlike RBAC, it does not have a set of strict rules to ensure the security
of user-permission mapping. In the face of a large number of access control rules,
the security analysis becomes very difficult. For the problems existing in ABAC and
RBAC, many scholars have put forward the new access control model (RABAC) that
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combines ABAC and RBAC. Literature [5] proposed 3 ways to introduce ABAC into
RBAC: Dynamic Roles, Attribute Centric and Role Centric, the third of which is
the better RBAC/ABAC hybrid approach and is widely accepted, but Literature [5]
does not make a detailed description of the scheme.

Literature [6] proposed a fine-grained access control model based on role and
attribute for web applications and designed the method for verifying the model and
that for automatically generating code. The model is based on RBAC and uses
attribute-based policies to finely control permissions. Literature [7] proposed role-
centric attribute-based access control model of which the access control decision-
making process is divided into two stages: first use RBAC to determine all the
permissions available to the user in the current session, and then use permission fil-
tering policy (PFP) to extract the final available permissions. The PFP constrains
the available set of permissions based on environment, subject and object attributes.
The retrieval of PFP depends on the object attributes. Literature [8, 9] proposed
a more flexible retrieval approach than Literature [7]. The retrieval approach not
only supports object identifiers, but also supports query expressions based on object
attributes. Literature [10] proposed a framework integrating attribute-based poli-
cies into RBAC. Different from the literature [7, 8], this framework does not apply
the attribute-based policies after the establishment of all the permissions available
to the user, but it applies the policies during the process of establishing available
permissions, e.g. using attribute-based policies to filter user-role relationships and
role-permission relationships independently just after the establishment of these re-
lationships.

Literature [11] proposed a generic framework for access control model, under
which it researched the two important properties: monotonicity and completeness
and then it applied the two properties to evaluate and design different ABAC models.
Literature [12], [13] studied the expressive power of access control model qualitatively
and quantitatively, which is similar to the completeness of the literature [11]. This
paper defines new properties for RABAC model on the basis of the literature [11]:
access control granularity, flexibility and decision performance.

3. Model overview

The proposed access control model in this paper is based on the RBAC / ABAC
hybrid approaches proposed in the above literatures, and solves some problems in
these approaches. This section will show a framework for the new model which
makes some improvements to the framework in the literature [10] and describes the
composition of the framework and the access control workflow.

3.1. The composition of framework

The framework of the access control model is shown in Fig.1. The model is
divided into upper and lower parts. The upper part uses the RBAC model to
control the static part of access control that is the static relationship between users
and permissions, while the lower part uses the ABAC model to control the dynamic
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part of access control that is reducing the number of permissions associated with a
user by attribute-based access control rules.

Role Hierarchy

User
Assignment

Permission
Assignment

Permissions

static

dynamic
UATT, RATT, RATT’, OATT,
ENV,Policies | \ (B / - « - « « ¢ « v v o o o ENV, Policies
Sessions_Stepl | UATT U RATT-SRATT Sessions_Step2

Fig. 1. Framework of the access control model

In the static part of the model, we retain most of the elements of the RBAC model,
including users, roles, permissions (Permissions can be subdivided into operations
(OPS) and objects (OBS), where Permissions C OPSxOBS). We regard objects as
the attributes of operations so that Permissions=OPS), user-role relationships (UA),
role-permission relationships (PA) and role inheritance relationships (RH). In addi-
tion, we also define the user attributes (UATT) for users, define the roles attributes
(RATT) for roles and define the object attributes (OATT) for permissions. These
attributes will be involved in the dynamic part of the model to filter permissions,
namely to reduce the permissions of a user.

In comparison with the access control model proposed in the literature [10],
the model of this paper is more fine-grained. The literature [10] also applies the
attribute-based access control policies to the user-role relationships and the role-
permission relationships respectively, but when applying the policies to role-permission
relationships, it uses the simple role attributes (RATT), while this paper uses the
new RATT’ combined with UATT, that is introducing UATT into RATT to form
the new RATT’ during the transition from Sessions Stepl to Sessions Step2. Be-
cause RATT’ contains the user attributes, the model of this paper can finely control
the role-permission relationships. For example, using the model of this paper, we
can define that the role of an organization (Organization is usually a user attribute.)
is not able to activate a certain permission, which is not supported by the model of
the literature [10].

In this paper, UATT is introduced into RATT, for in the RBAC model, the
role can be seen as the agent of the user that represents the user to establish the
association with the permission. So it is reasonable to add user attributes to role
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attributes before performing Sessions Step2.
3.2. Access control workflow

The above gives the overall structure of the model including the static composi-
tion and the dynamic composition, which is the static description of the model. This
section will describe how the components of the model are involved in the process of
access control decision, namely the dynamic description of the model. In this paper,
the process is called the access control workflow, which is defined as follows:

1. Use the RBAC model to determine the user-role mappings, that is U—R.

2. Remove the mappings that violate the access control rules from U—R accord-
ing to UATT, RATT, ENV and the corresponding policies so that the new
user-role mappings (U—=R’, U-R’CU—R) are built.

3. Use the RBAC model to determine the role-permission mappings (R’—P),
and combine UATT and RATT to build the new role attributes (RATT’,
RATT'=UATTURATT).

4. Remove the mappings that violate the rules from R’—P according to RATT”’,
OATT, ENV and the corresponding policies so that the new role-permission
mappings (R’'—P’, R”—P’CR’—P) are built.

After performing the above steps, we get the final user-permission mappings
U—P’, which is the subset of user-permission mappings determined by the RBAC
model, that is U-P’CU—P. Since the security of U—P is guaranteed by the RBAC
model and the access control model of this paper only removes some invalid map-
pings from U—P, the final user-permission mappings U—P’ does not violate the
constraints of the RBAC model. This is the strategy adopted by the current RABAC
model. ABAC is used to filter the user-permission mappings U—P determined by
RBAC. Therefor the security of the model is guaranteed and the dynamic and fine-
grained access control can be achieved as well.

The access control workflow is actually the process of session establishment. The
model of this paper extends the session in the RBAC model. In RBAC, the session
only establishes the user-role mappings, while the session of this paper has to estab-
lish the role-permission mappings in addition to establishing the user-role mappings.
When the establishment of session is completed, the process of access control deci-
sion will be over. Thus, it is unnecessary to apply the attribute-based policies after
the session is established, which is different from the access control decision in the
literature [7, 8]. The section 4 will compare the two decision-making methods.

4. Model verification

Verification of access control model, in particular, formal verification has been
a difficult problem. Literature [7, 8, 10] has not verified the model, but these lit-
erature have pointed out that the formal analysis and verification of the model is
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very important, and it is the direction of future efforts. Literature [11] defines two
properties for access control model: completeness and monotonicity. Since these two
properties refer to the calculation rules of access control decision and our model does
not take into account the specific decision-making process, the two properties are
not discussed in this paper.

This paper extends the properties of the literature [11], defines new properties
suitable for RABAC model: access control granularity, flexibility and decision per-
formance, and theoretically proves that the model in this paper is superior to the
model in the literature [7, 8, 10] in these three aspects.

4.1. Access control granularity

Whether it is RBAC, or ABAC or hybrid model, the goal of the model is to
determine the relationship between users and permissions, that is, the permissions a
user can obtain in the current session. In order to achieve this goal, the RBAC model
statically connects users with permissions through roles; ABAC uses attribute-based
access control rules to dynamically determine the user-permission relationships; The
hybrid model first uses RBAC to determine the static relationships between users
and permissions, and then uses ABAC to dynamically reduce the user-permission
relationships. Both the model in this paper and the model in the literature [7, 8, 10]
use the approach of hybrid model, that is, first determine the static relationships,
and then use attributes to dynamically reduce the relationships. The difference of
these models is the way of reducing the user-permission relationships. In the process
of reducing the relationships they require various attributes. Therefore, this paper
uses the usage of attributes as the measure of access control granularity of the model.

The access control granularity of a RABAC model depends on the maximum
number of attributes available in the process of reducing the user-permission rela-
tionships.

Based on the above measurement, we can compare the access control granularity
of different RABAC models. First, we have to determine which attributes are used
when reducing the user-permission relationships. Formal analysis shows that the
model in the literature [7, 8] first uses RBAC to generate the ordered pairs consisting
of user and permission (UP, UPCUSERSXPERMS, and then uses attribute-based
policies to determine whether each pair <u, p> in UP is active or not, which in fact
establishes the mapping of UP onto the set {T, F}. When building the mapping, the
model needs to use the user attributes and the permission attributes. The mapping
can be expressed as

up _tf: UP x 2UATT 5 9OATT  oENV _, 4 T}, (1)

In the mapping up_tf, dom(up _tf) includes 2UATT x 20ATT y 9ENV 'where UATT
is the user attributes, OATT denotes the object attributes which can be seen as the
permission attributes and ENV stands the environment attributes.

From the structure of dom(up _tf), it is concluded that the maximum number
of attributes available in determining the relationship between UP and {7, F} is:
[UATT| + |OATT| + |ENV|. The key of the above analysis process is to make clear
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the mapping structure of UP onto {7, F'}, and then to calculate the access control
granularity of the model according to the application of the attributes.

Applying this analysis method to the model in the literature [10], we can calculate
the access control granularity of this model. The feature of the model is that the
access control decision-making process is divided into two stages. The first stage
uses RBAC to build the set of ordered pairs consisting of users and roles (UR,
URCUSERSXROLES), and then build the mapping of UR onto T, F. Because the
role is the set of permissions, the mapping cannot determine whether each pair <u,
p> is active or not. So the first stage does not imply the access control granularity
of the model. In the second stage, the model first uses RBAC to establish the set
of ordered pairs composed of roles and permissions (RP, RPCROLES xPERMS).
Because the role can be regarded as a user agent, the establishment of the set RP
implies that the set UP is set up, and the subsequent attribute-based policies also
act on the set UP. According to the description of the literature [10], the second
stage of the establishment of the mapping of UP onto T, F can be expressed as

up_tf: UP x 2RATT 5 9OATT o oBENV _, 7 F}. (2)

From the structure of equation (2), it is known that the access control granularity
of the model is |[RATT|+|OATT|+|ENV|. In the equation (1), UATT contains
RATT, namely RATTCUATT, we have |RATT|<|UATT|. Therefore, the model in
the literature |7, 8| is more fine-grained than the literature [10].

The model of this paper is also divided into two stages, the first stage is the same
as the literature [10]. The difference is the second stage. This paper modifies the
structure of equation (2), which is changed to

up_tf: UP x 2RATT y gOATT o 9BNV _ fp p} (3)
In equation (3), RATT'’=UATTURATT. So, equation (3) is equivalent to
up_tf: UP x 2UATT 5 gOATT  oRATT o oBENV _, (T F}. (4)

The structure of equation (4) shows that the access control granularity of the
model in this paper is the same as the literature [7, 8], but it is better than that in
literature [10].

4.2. Flexibility

We can find that the model of this paper not only has the mapping like equation
(1), but also has the mapping of UR onto {T,F}

ur_tf: UR x 2UATT » oRATT  oENV _, (7 1} (5)

Without consideration of the impact of the attributes and the environment, the
model of this paper contains two mappings: UR—{T,F }and UP—{T,F}. These two
mappings can be rewritten as: UxR—T,F and UxP—{T,F}, where U represents
USERS, R represents ROLES and P represents PERMS. Since R is a collection of
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P, these two mappings can be integrated into the mapping
upp_tf: U x 2P = {T,F}. (6)

The mapping of UP onto {T, F} in the literature [7, 8] can be written in this
general form like the equation (6) without considering the attributes and the envi-
ronment. So we can give the measure of flexibility.

The measure of flexibility is the maximum capacity of the set dom(upp_tf),
namely the value of |dom(upp_tf)].

According to the above measure, we can easily draw that the model of this paper
is more flexible than the model in references |7, 8] because of [Ux2Y|>|UxP|. The
model proposed in this paper has the same flexibility as the model described in [10]
because both of them have the same structure of dom(upp _tf), which is [U x 2F|.

4.3. Decision performance

In this paper, the decision performance of the model reflects the execution speed
of the model. For the RABAC model, the decision performance is mainly deter-
mined by the speed of executing the access control policies. For in the access control
decision-making process, the process of using RBAC to determine the user-role rela-
tionships and the role-permission relationships is the same to each RABAC model.
The difference among these models is the attribute-based policies. The policies in
this paper and the policies in the literature [10] refer to the mapping of the equation
(1) and the mapping of the equation (5). The policies of the literature |7, 8] only
refer to the mapping of the equation (1). Without considering the attributes and
the environment, the size of the policy set of the two models is different, so the per-
formance of the policy retrieval is also different. As a result, the size of the policy
set is the measure of performance.

For the model of this paper and the model of the literature [10], the policy set
can be simplified as: UxR—{T,F} and UxP—{T,F}. Since the latter is determined
by the role-permission relationships, it can be rewritten as RxP—{T,F}. In this
way, the maximum size of the policy set of the model is

U xR+ [R x P| = [U] x [R] + [R| x |[P| = [R|(JU] + [P]) . (7)

For the model in literature [10], the policy set can be simplified as UxP—T,F.
The maximum size of the policy set of the model is

[Ux P[ = [U] x[P]. (8)

Comparing with equation (8), the value of equation (7) is smaller because the
number of roles is usually smaller than the number of users and the number of
permissions. Assuming that the number of users is the maximum value, and the
number of roles is the minimum value, in the equation (7), the value |R|x|U| plays a
decisive role, which must be smaller than the value |U|x|P|. Theoretically speaking,
the model of this paper is superior to the model of the literature |7, 8] in decision
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performance.

5. Conclusion

In this paper, we deeply analyse the problems existing in the RABAC model and
propose an improved model. We also study the formal verification of the RABAC
model, analyzing the access control granularity, flexibility and decision performance
of the model, proposing the formal method for analyzing these 3 characteristics,
and using this method to compare the differences between the new model and other
RABAC models. We theoretically prove that the new model is superior to other
RABAC models in these 3 characteristics. The formal verification method in this pa-
per provides the evaluation method and the improvement direction for the RABAC
model. In future research, we will carry out quantitative analysis of other proper-
ties of the RABAC model, will continue to improve the access control model using
the quantitative measures, and will try to extend this formal verification method to
other access control models.
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servo system and its control strategy

considering transmission clearance
and friction’
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Abstract.  The nonlinear factors such as transmission clearance and friction force in the
electro-hydraulic force servo system are analyzed in detail; the corresponding mathematical model
is established. In this paper the authors mainly aim at the clearance between the moving parts
of the motion pair in the power mechanism, and the clearance is easy to cause large amplitude
vibration of the whole system, and even instability and other adverse consequences. At the same
time, it is easy to eliminate the influence of the friction in the mechanism, such as the tracking error
of the system, and the appropriate friction force can improve the stability margin of the system.
An evolutionary algorithm based on the ant colony algorithm and its control strategy for the above
mentioned problems are studied. The ant colony algorithm is a heuristic search algorithm based
on population optimization, and ant colony algorithm is to find the optimal path through positive
feedback and distributed collaboration. The path optimization model can combine the rapidity of
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effectiveness of the new simulated evolutionary optimization method, which is based on the ant
colony algorithm, is determined and experimentally studied, and the corresponding experimental
results are obtained. The nonlinear factors are controlled to improve the effect of comprehensive
control performance index of the electro-hydraulic force servo system, such as the fast, dynamic
and static accuracy and the stability of the system.
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1. Introduction

Hydraulic power mechanism is the core component of electro-hydraulic servo-
system, and is also an important part of electro-hydraulic force servo system [1].
The performance indexes of the hydraulic power mechanism mainly are the quality
of the load (inertia), hydraulic natural frequency, hydraulic spring stiffness, hydraulic
damping ratio, output force accuracy (output value) etc. The hydraulic power mech-
anism is usually composed of electro-hydraulic servo valve, servo cylinder, load and
other parts [2]. The working principle of hydraulic power mechanism is realized by
changing the voltage value of the input signal of the hydraulic power mechanism,
and by transforming the input signal from voltage into current. By control of current
of the valve, the direction of its opening can be changed and controlled effectively,
and, consequently, the direction and amount of the fluid that is used to drive the
load movement.

The electric hydraulic force servo system is an important part of electro-hydraulic
servo control technology. Its role is based on the signal generator output size and its
polarity. According to the strength and direction of the signal, the electro-hydraulic
force servo system can assign the driving force the exact value and direction in order
to control and drive the inertia load, elastic load and viscous load. Its schematic
diagram is shown as Fig.1. The electric hydraulic force servo system with excel-
lent comprehensive performance should have the advantages of large power volume
ratio, fast output response, and high anti-disturbance stiffness [3]. The electric hy-
draulic force servo system in the process of work is required to have good dynamic
characteristics. For their determining, we need a detailed analysis of transmission
clearance, friction, stiffness and other nonlinear factors, and need to find out their
specific impact on performance, so as to provide a practical basis for good control of
these factors in the design of the system, to ensure that the electric hydraulic force
servo system can play its superior comprehensive performance [4].

Fig. 1. Schematic diagram of electro-hydraulic servo system: 1-cylinder, 2—electro
hydraulic servo valve, 3—controller, 4-signal generator, 5—spring load, 6-mass load,
7—force sensor



RESEARCH ON ELECTRO-HYDRAULIC FORCE 209

2. Electro-hydraulic force servo system

Electro-hydraulic force servo control system researched in this paper, which is
the active force control system and its power mechanism is the structure form of
the servo valve controlling hydraulic cylinder with its load. We can set the fuel
supply pressure as a fixed value, and this pressure returns oil directly to the fuel
tank. The slide valve flow equation, hydraulic cylinder flow continuity equation and
hydraulic cylinder with the load force balance equation of electro-hydraulic servo
control system [5] represent three classical equations, that must be supplemented
with the expressions of the related electrical components [6]. We can conclude, that
the mathematical analytic expression of the electric hydraulic force servo control
system researched in this paper can provide mathematical fundamentals for analysis
of the system and also strategy and development of a new controller [7].

Uc - Ur - Uf; (1)
Uf = Kng b (2)
Al = K,U,, (3)
XV KSV
Gsv(s) = T = o2 i 2.y 5 T . (4)

Here, U,, Ur denote the command voltage signal and feedback voltage signal, respec-
tively. Symbols Ky and Fy stand for the force sensor gain and hydraulic cylinder
output force. Symbol K, represents the servo amplifier gain, Ky, wsy, and &, are
the electro-hydraulic servo valve flow gain (m?, natural frequency, and dimensionless
damping ratio, respectively.

Secondly, we consider the conditions [8] satisfied, namely:

1. The flow of each throttle orifice in the electro-hydraulic servo valve is turbulent,
and the influence of the compressibility of the liquid in the valve can be neglected.

2. The response capability of electro-hydraulic servo valve is perfect.

3. The hydraulic cylinder is an ideal double rod symmetrical hydraulic cylinder.

4. The oil supply pressure of the system is constant, and the oil return pressure
is zero.

5. The pressure in each working chamber of the hydraulic cylinder is the same.

6. The internal and external leakage of the hydraulic cylinder is laminar flow.

Then the dynamic situation of the mechanism of the system can be described
by the slide valve flow continuity equation, flow continuity equation of hydraulic
cylinder, and force balance equation of hydraulic cylinder in the form

QL = Kqu - KCPL ) (5)
Qu = AsY + (ctc + Zg) P (6)

AP, = ms®’Y + B.sY + KY + F. (7)
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Here, Q1, Ky, X+, K. and P, are, in turn, the load flow of electro-hydraulic servo
valve, flow gain, opening of valve core, flow pressure coefficient, and load pressure
of hydraulic cylinder. Symbols A, Y, Ci., V4, and (. are, in turn, effective area of
the piston of the hydraulic cylinder, piston displacement, total leakage coefficient
of hydraulic cylinder, total volume of the two chambers of the hydraulic cylinder,
and equivalent volume elastic modulus of hydraulic oil. Finally, m and B. are,
in turn, the comprehensive quality of the hydraulic cylinder piston assembly and
viscous damping coefficient of the mechanical structure of the piston of the hydraulic
cylinder, while K is elastic load stiffness and F' is the external disturbance force.

In the simultaneous formulae (5)—(7), the displacement of the valve core can be
input as X, and hydraulic cylinder output force as Fy, so that the transfer function

can be obtained in the form K., = K;+C'p, Due to the usual conditions, conditional
(K. + Cic) /A% << 1 was established. So we immediately get

P Ky 52 2&m s

L _Pa (2 1

X, CK <w§1 + W T (8)

where
C= (S/wr + 1)(‘92/“3 + 2605/(“)0 + 1) ) Kce = Kc + th 5

wp = (4ﬂeA2/Vtm)1/2, W = (K/m)1/2, wo = (wi + w? )1/2,

gm = BC/(Q(mK)1/2) y Wr = 1/(1/&)1 + ]-/WQ) y W1 = 4BCKCC/‘/'J)
w2 = Kce/A2 v &0 = (1/2wo)(4BcKee/ (Vi(1 + K/Ky)) + Be/m) .

3. Ant colony algorithm and intelligent control strategy

Ant colony algorithm is a kind of essential parallel algorithm [9-10]; it mainly
solves the problem of path optimization and similar problems. This algorithm has a
strong positive feedback structure in the design, and has strong robustness, but also
has the characteristics of easy combining with other algorithms; it has been widely
used in the relevant field of studying algorithms and control strategy.

3.1. Basic principle of ant colony algorithm

The basic principle of ant colony algorithm is described in [11]. If there exists a
graph G = (V, E), where V is a set of nodes in the graph and F is a set of two nodes
connected to any nodes in the graph, the line is assigned a certain weight. The path
planning problem of the ant colony algorithm is to find a path between these two
nodes in the graph G = (V, E) with the lowest weight. At the same time, it can also
be understood as the control strategy in the structure of the graph theory, and as
the theoretical and applied research on the parameter optimization of controller; in
these areas the application of the ant colony algorithm may be considerably wide.
The ant colony algorithm process is shown in Fig. 2. The specific implementation of
ant colony algorithm can be described by the following steps.
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Fig. 2. Flow chart of ant colony algorithm

1. Initialization of parameters: The initial value of pheromone concentration is
7;;(0) = const.; its increment is also a constant.

2. According to the objective function to determine the merits of the ant colony
system, to determine whether the iterative calculation.

3. In the process of searching, the ants always want to go from one node v; to the
other node v;. Their motivation p;; to use this path is given by the formula

o Tiaj(t)niﬁj(t)
Dij (t) = Zsel\lk %(t)nfj(t) s

- vj € My, ,
pi;j(t) = 0 otherwise,

9)

where 7{%(t) is the pheromone concentration, 775-(75) denotes the visibility of
side (ng(t) = 1/d;;, where d;; is the distance between the nodes v; and v;,
v;,v; € V). The visibility factor reflects the inspiration degree for the choice
of side e(v;,v;), and it remains a constant in the whole process. Finally,
denotes a desired heuristic factor, which indicates the relative importance of
visibility and « is an information elicitation factor that represents the relative
importance of the pheromone trail.

4. Pheromone update: once the cycle is completed, the pheromone on each path
is updated according to the formulae

Tl‘j(t—f—l) :pTij(t)+ATij(t7t+1>, (10)
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where

ATij(t,t+1) = ZA (t,t+1). (11)

Here, symbol 7;; is the intensity of the pheromone on the edge of e(v;,v;), p is a
residual volatile coefficient, which is used to show the persistence of pheromone less
than 1, and A7;;(¢,t + 1) stands for the increment of pheromone in the cycle.

In the research and practical application, the advantage of the ant colony algo-
rithm is very obvious. At the same time, in the early stage of the search algorithm
due to the lack of a certain quantity and effectiveness of strong pheromone, it will
make the algorithm in the initial phase of the search speed is very slow, especially the
impact of transmission clearance and friction factors existed in the system case. The
two factors affect the initial threshold and the hysteresis, and the adverse effects on
the system performance are difficult to be solved by ant colony algorithm. But after
a gradual search, with the amount of information to a certain number and intensity,
it will quickly improve the search for the best solution. The main idea of the study
of the algorithm is, by using colony, global and fast random search, to generate an
initial solution, and its applied directly to the initial information required for the
distribution of ant algorithm, then ant algorithm is the use of feedback, tend to
search the advantage of target value of the gradient to obtain optimal solution [12].

3.2. Research on control strategy and parameter optimiza-
tion of control strategy based on ant colony algorithm

From the perspective of search optimization to understand, the tuning of the
controller is to search for an optimal set of parameters from n-dimensional search
space composed of the appropriate n parameters, so that the controller can achieve
the best effect [13]. Its structure is shown in Fig. 3.

& vy

Ant colony Evaluation
algorithm link

r(t) y(t)

4,(%% Congrolled T
object

Fig. 3. Structure of controller satisfying ant colony algorithm

Taking into account the influence of transmission clearance and friction factor,
the transfer function of the controller can be given by the second-order model with

delay in the form
K
- 12
YO = de sy (12)

where A, B, C' and K are appropriate constants and 7 means the delay. The op-
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timization of controller parameters is based on finding the minimum value of the
objective function. In order to obtain satisfactory static and dynamic characteris-
tics, reach a fast performance of the system, stability, overshoot and small control
performance requirements, the objective function is selected as

F:/O tle()] dt, (13)

where e(t) is the time-dependent error.
In accordance with the following type of access to initialize the pheromone:

To(2) = exp(—F(z)), (14)

where F'(z) is the value of the evaluation function. The evaluation function value is
negatively correlated with the concentration of pheromone. Then, we calculate the
objective function of each ant, record the current initial optimal value, and obtain
the global transition probability

_ exp(To(BestIndex) — Tp(jg) (15)
b exp(Tp(BestIndex)) ’

where T} is pheromone update function to be optimized and j, is the random function
of independent variable value of the point g.

Further it is necessary to update pheromone. The pheromone update formula is
a function that is related to the function to be optimized:

To(t:) = (1 — Rouw)Tp(t_t) + (exp(—F(z))), (16)

where t; is an independent factor parameter of optimization process and Rou is the
ratio of the lengths of two adjacent paths with different pheromone in each calcu-
lation. In this step, the optimization process is completed, and after the complete
optimization is done, the optimal set of data is found, as well as the optimal result
of the output controller.

At the same time, in the process of calculating and solving the equation, the
following parameters need to be initialized: ant size, number of iterations, search
step length and length of each sub region. The search step size can be expressed as
follows:

step = 0.1rand, (17)

where rand is the random search step. The length of the sub range is set according
to the specific problem, and can be used as the following equation

Len; = (end; — start;)/Ant, (18)

where the value of j depends on the dimension of the equations, end; is the value at
the end of the jth position search, start; is the value at the start of the jth position
search and Ant is the ant search path. We also need to initialize the search location.
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The initialization position can be expressed as
X(i,7) = (start; + (end; — start;)rand(j)), (19)

where X represents the parameters to be solved.

In order to shorten the time of solving nonlinear equation group with transmission
clearance and friction force factors, we transform the solution of nonlinear equations
into a function optimization problem, namely, nonlinear equation in the nonlinear
equation group

G() = [0 (x), g2(2), - ., ()] (20)

gi(z) =0. (21)

The roots of this equation belong to the interval (¢;, d;). There is only one real root
of the equation that lies in [a;, b;], and [a;, b;] € (¢;, d;). We can easily prove that
the root z* of the equation is equivalent to the function V; in [a;, b;] such that

Vi(z) = (9:(2))* (22)

It is a very small point in [a;, b;] .
At the same time, the solution optimum solution of nonlinear equations can be
converted to

M(z) = eilgi(@))?, (23)
i=1
where a; < z < b;, p€ N, i € N, a; and b; are the upper and lower bounds of the
variable vector xz;, and ¢;, i =1, 2, ---, p is the weight coefficient.

4. Experimental study of electro-hydraulic force servo control
system

The experimental platform of experimental research includes industrial control
computer, electrical part of signal transmission and processing, mechanical hydraulic
parts of the test bench (including the experimental platform, servo valve control
servo hydraulic cylinder, force sensor, parallel double cylinder support sliding track,
split mass block, stiffness adjustable spring plate) and several more important parts.
The hydraulic pipe and oil source and other auxiliary components are also necessary
conditions for the experiment.

The realization of the control software of the experiment platform is based on
the hardware in the loop simulation system which is generally used in the research
with high confidence level. Fast control prototype (FCP) system based on virtual
controller and real object is used in this experiment. It is a kind of hardware in the
loop simulation experiment. This method can be used to study and experimental
verify the new control strategy in the paper, which is efficient, fast and credible in
real time hardware. We can on-line modify (through the actual test) the prototype
structure or parameters, and then proceed repeatedly to the next round of testing,
until we get the prototype of high precision and high reliability control of dynamic



RESEARCH ON ELECTRO-HYDRAULIC FORCE 215

and static index requirements [14-15].

In order to verify the accuracy of the mathematical model of electro-hydraulic
force servo system considering the nonlinear factors of transmission clearance and
friction, and the control strategy based on ant colony algorithm and the effective-
ness of the controller design and parameter optimization on the system control, the
experiment research contents of the electrical hydraulic force servo control system
are studied in this paper. Fig. 4 shows the system response experiment curve of the
system without using ant colony algorithm in the case of intelligent control strat-
egy. Fig.5 shows the response curve of the intelligent control strategy of ant colony
algorithm to control the system, at the same time the accurate mathematical model
of electro-hydraulic force servo control system based on the problem of transmission
clearance and friction is established. Curve 1 and curve 2 in the figure, respectively,
is the input and the output curve of the system.

1500 f !

181 182 183 184 185 186

Fig. 4. Response curve of ant colony algorithm is not used

We can see from the diagram in Fig.4 under the condition of the operating fre-
quency is 1 Hz, output overshoot and peak area are affected by transmission clearance
and friction force, and dynamic characteristics is bad. The curves in Fig.5 are the
dynamic characteristics of accuracy and rapidity in the condition of 3 Hz; especially
the dynamic characteristics of the transmission clearance and friction in the peak
area have obvious improvement. This above all shows the accuracy of the model
and the effectiveness of the control strategy based on ant colony algorithm.

5. Conclusion

In this paper, the nonlinear factors of the transmission clearance and friction
force in the electro-hydraulic force servo control system are considered, and a more
accurate system mathematical model is established. At the same time, the control
strategy based on ant colony algorithm to design the controller and optimize its
parameters is researched. The research shows that it is effective for the control of the
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Fig. 5. System response curve of gap and friction and ant colony algorithm

system, and then the experimental study is carried out. In this paper, based on the
algorithm of ant colony algorithm for the control of the controller parameter interval
is a continuous optimization problem, the parameter interval of the controlled object
is discretized, then the ant colony algorithm with global searching speed is used to
find the optimal solution. We have completed the optimization process by means of
research and implementation of initialization parameters, initialization optimization
position, calculation of the optimization of the objective function, with the new
pheromone, and repeated calculation and judgment. Finally, by using the ant colony
algorithm to consider the nonlinear factors of the transmission gap and friction of
the two steps in the process of adding hysteresis to do the experimental study.
The result shows that the optimization effect of ant colony algorithm is quite good,
and the control effect of the whole electro-hydraulic force servo control system is

very obvious. The comprehensive dynamic characteristic of the system is improved
obviously.
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Temperature analysis on
electromechanical composite brake of
automobile based on numerical
simulation'

J.H. TaNnG??, K. Y. WANG??, L. C. ZHANG?,
G.Q.Lr?

Abstract. The structure and principle of a new type of electromechanical composite brake
for automobile are introduced. The mathematical models of electromagnetic field and temper-
ature field of the electromechanical composite brake are established. The boundary conditions
of electromagnetic field and temperature field of electromechanical composite brake are analyzed.
The coupling analysis method of temperature field of brake disc is put forward. The temperature
distribution of brake disc is calculated when the brake strength is small and the electromagnetic
brake works alone, and the temperature distribution of brake disc is also calculated when the brake
strength is large and the electromagnetic brake and the friction brake work at the same time. The
results show that the temperature rise will not affect the magnetic performance of electromagnetic
brake, and the temperature rise is reduced by 15.7% compared to the traditional friction brake,
which effectively enhances the performance of resisting heat recession of automotive brake. This
provides a theoretical basis for the design of electromechanical composite brake.

Key words. Automotive engineering, electromechanical composite brake, temperature cou-
pling analysis, numerical simulation..

1. Introduction

The electromechanical composite brake is a new type of brake for automobile, in
which an electromagnetic retarder is equipped based on the traditional disc brake
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City, 213001, China
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[1]. The electromagnetic retarder may change the braking energy of automobile in
to heat energy and send off, so as to reduce the burden of traditional friction brake
[2].It can effectively prolong the service life of friction brake and resist the heat reces-
sion of automotive brake, the braking performance of automobile will be improved
at the same time. Therefore, the electromechanical composite brake is one of the
development trends of automotive brake [3]. When the electromagnetic brake and
the friction brake work at the same time, the brake disc not only has an external heat
source, but also has an inner heat source. The inner heat source is mainly due to
the eddy current loss in the brake disc caused by the brake disc’s motion of cutting
magnetic lines in the magnetic field. With the work of friction brake, the tempera-
ture of brake disc increases, which will weaken the magnetic conductivity between
the coils and iron core of electromagnetic brake and affect the braking performance
of automobile. In addition, there is a weak coupling relationship between the tem-
perature field and the magnetic field of brake disc. There is a big difference between
the coupling factors are considered and the coupling factors are not considered [4],
[5]. Therefore, there is great practical significance to study the distribution of tem-
perature field and electromagnetic field to the design of electromechanical composite
brake. In this paper, the electromechanical composite brake is taken as research ob-
ject, the sequential coupling method is adopted, and the coupling of electromagnetic
field and temperature field of electromechanical composite brake are simulated and
analyzed when the electromagnetic brake and the friction brake work at the same
time.

2. Structure and principle of composite brake

The electromechanical composite brake consists of friction brake and electro-
magnetic brake. The friction brake is mainly composed of a brake disc and a brake
caliper body, and the electromagnetic brake is mainly composed of iron core and
coils. Its structure is shown in Fig. 1.

The brake piston and the friction block are pushed to the brake disc by the high
pressure oil in the brake cylinder of friction brake. The friction between the friction
block and the brake disc transforms the kinetic energy of automobile into the heat
energy of brake disc, which makes the automobile slow down or brake. When the
electromagnetic brake works, the electric current passes through the coil, the brake
disc turns for cutting the magnetic line in the magnetic field. At this time, the brake
disc will produce eddy current and the eddy current will produce the braking torque
on the brake disc which hinders the rotation of brake disc. In the process of braking,
the control unit can dynamically distribute the braking torque to the friction brake
and the electromagnetic brake according to the braking conditions of automobile.
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Fig. 1. Schematic diagram of electromechanical structure of composite brake:
1—oil hole, 2-brake piston, 3—friction block, 4—brake disc, 5—brake caliper body,
6-friction brake, 7—electromagnetic brake, 8—iron core, 9—coil

3. Establishment of mathematical models
3.1. Mathematical models of electromagnetic field

The formation mechanism of electromagnetic field of electromechanical composite
brake is shown in Fig.2. After the coil is electrified, the two terminals of iron core
are changed into two magnetic poles. The brake disc turns relative to the iron core
for cutting the magnetic line. The counter clockwise and clockwise vortices are
generated separately in the front and rear sides of brake disc. According to the law
of left hand, the ampere force generated by the vortices will generate braking torque
on the brake disc, which will prevent the rotation of brake disc.

It can be seen from Fig. 2, the closer to the center of brake disc, the smaller the
induction current generated in the magnetic field. Therefore, the whole brake disc
is divided into a vortex area and a non-vortex area in the calculation. The magnetic
field and electric field are required to be calculated in the vortex region, and only
the magnetic field is calculated in the non-vortex region. According to the Maxwell
equation group and the law of conservation of charge, the differential equations of
the vortex region and the non-vortex area can be expressed as

oD 0B
crl H=J+ —, crl E=——, divD=p, divB=0, (1)
ot ot
where H is the magnetic field strength vector, J is the eddy current density vector,
B is the magnetic flux density vector, F is the electric field strength vector, D stands
for the electric displacement vector and p is the electric charge volume density.
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Rotation direction

Fig. 2. Formation mechanism of electromagnetic field of composite brake 1-iron
core, 2—eddy current, 3—brake disc, 4—friction block

This system must be supplemented with the constitutive equations in the form
D=c¢cE, B=uH, J=~E, (2)

where ¢ is the dielectric permittivity, p is the magnetic permeability and o is the
conductivity.

The vectors used in the Maxwell equations represent the relationship of electro-
magnetic field are difficult to calculate. Therefore, in the analysis of electromagnetic
field problems, certain potential functions are often introduced as the auxiliary quan-
tity. In the vortex area, the scalar electric potential ¢ is used to describe the electric
field and scalar magnetic potential ¢ for magnetic field, while the magnetic vector
potential A is used to express the magnetic field in the non-vortex area.

The potential function of the electric scalar potential in the vortex area in plane
x,y is defined by 5 5

09 0P
E = —grad ¢ = lax Jay. (3)

Similarly, the potential function of the magnetic scalar potential in the vortex

area in plane x,y is defined by

H:fgradw:fia—fj—. (4)

Finally, in plane arrangements the vector potential has only one component A,
in the z-direction and may be defined by the relation

B:curlA:iaajzz—jaaiz. (5)

Substitution of equations (3) and (5) into (1) provides two equations of electric
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and magnetic field distributions in the form

Py P p
2 _ - =
Vie = 927 Oy? g’

0%A 92A
24, = z = —pd,.
\Y 92 + PYE wd (6)
In non-vortex area without currents there holds
0%A 0%A
2A, = £ £ =0.
\Y 92 RYE 0 (7)

3.2. Mathematical models of temperature field

A small portion of the heat generated by the friction brake and electromagnetic
brake is emitted into air, and the most of the heat is absorbed by the brake disc,
which leads to the increase of the brake disc temperature. With the increase of the
brake disc temperature, the heat conduction, heat convection and heat radiation
will be generated in the interior and on the surface of brake disc. According to the
principle of heat transfer, the 3D transient heat conduction equation of brake disc
and friction block can be obtained [6].

o*T  0*T  0°T or
(@Jraingrﬁ)ﬂLQprca, (8)
where k is the thermal conductivity, T is the temperature, ¢y represents the volu-
metric heat losses, p is the density of material, ¢ is the specific heat of material at a
constant pressure, and ¢ is the time.
During the braking process in the brake disc, the eddy currents in it are the
internal heat source, and its strength is [7]

qv =w? AP 9)

where 7 is the electric conductivity of material and w is the current angular frequency.
The following boundary condition of the temperature field is applied [8]

KT ~MT ~T,)— Co(T* -T2}, (10)
on
where T, is the environmental temperature, h is the coefficient of convective heat
transfer, C is the radiation coefficient, o is the Stefan—-Boltzmann constant, and n
denotes the direction of the outward normal.
Another boundary condition should be satisfied on the contact area between the
brake disc and the friction block:

q=Fy-f-Pt)-w®)-r, (11)
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where F), is the weight of friction heat flux density input to the brake disc, f is the
friction coefficient between the brake disc and friction plate, P(t) is the transient
variation of brake pressure, w(t) is the transient variation of the angular velocity.

The third kind of boundary condition should be satisfied in the non-contact area
between the brake disc and friction block. This condition has the form

= U. r €
h = 0.664 Pr'/3Re!/? (12)

where Pr is the Prandtl number and Re is the Reynolds number.

4. Coupling calculation and analysis

The sequential coupling method is adopted for coupling between the electromag-
netic field and the temperature field of electromechanical composite brake. The
ANSYS software is used for simulation and calculation. In this paper, the Jetta car
with 1.6MT CTX engine is taken as the research object. The total weight of the
car is 1650 kg, the tire model is 245/45R18 and its structure parameters are 85 mm
and 115 mm. The number of turns of a single coil is 820, the air gap is 2mm, the
current of exciting coil is 25 A, and the ambient temperature is 293 K. The material
of brake disc is copper, its thermal conductivity is 383 W/(m °C), specific heat is
390J/(kg°C), and its density is 8889kg/m3. Next step, the temperature rise of
brake disc is calculated respectively in the two working conditions of small strength
and high strength based on the ANSYS software.

4.1. Continuous braking with small strength

The first hypothesis is that the speed of automobile is 30 km /h, the slope of road
is 10 degrees, and the observation time is 30 seconds. Because the strength of braking
is small at this time, only the electromagnetic brake works in the electromechanical
composite brake. Therefore, it is only necessary to consider the influence of eddy
current and electromagnetic coil on the temperature rise of brake disc.

According to the characteristic of left and right symmetry of the electromagnetic
brake with respect to the brake disc, the two dimensional computational domain
model of the electromagnetic brake and the brake disc is established. In this time,
the electric current of electromagnetic brake is 15 A and the speed of brake disc is
980 rpm.

Through analysis, it can be seen that the maximum magnetic flux density of
brake disc is 1.454 T, the maximum eddy current density is 8.32 x 10* Am~2, the
maximum eddy current loss density is 9.028 x 10 Wm™2. The direction of eddy
current density and the direction of magnetic induction intensity are perpendicular
to each other. The position of eddy current loss is on the outer layers of two sides
of the brake disc, which corresponds with the actual analysis. Therefore, the heat
rate of brake disc can be calculated through the analysis of electromagnetic field.
The heat rate of brake disc is the eddy current loss per unit volume of brake disc
under the role of electromagnetic brake, which is used as the boundary condition
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to analyze the temperature field of brake disc. Under the continuous braking with
small brake strength, the temperature field of brake disc can be calculated, as shown
in Fig. 5, and the temperature curves of different tori in the same radial direction is
shown in Fig. 6.

I ——
86. 995 93. 297 99. 599 105. 901 112. 203
90. 146 96. 448 102. 75 109. 052 115. 355

Fig. 3. Contour map of temperature field (MN denotes mimimum temperature,
MX denotes maximum temperature)

The region with high temperature is mainly concentrated in the middle of brake
disc, the temperatures of the inner and outer surfaces of the brake disc are lower than
that of the middle torus. The maximum temperature is about 115 °C, the minimum
temperature is about 87 °C and the temperature change trend of brake disc is same
in the same radial direction. The main reason is that the vehicle speed is constant,
and the inner heat source of brake disc is constant during the continuous braking, so
that the heat generation rate caused by eddy current loss is constant. The internal
heat source absorbed by the middle torus is greater than its heat dissipation, and
the heat of the inside and outside tori which are far away from the action position
of magnetic pole and brake disc is passed through the heat transfer. The distance
from the middle torus is farther away, the lower the temperature.

4.2. Braking condition with high brake strength

Assuming that the automobile slows down from 120km/h to 30 km/h, then runs
at the speed of 30km/h for 30 minutes. At this time, the electromagnetic brake
and the friction brake play a role at the same time, and the braking torque of
the two brakes is needed to be dynamically allocated. The total braking torque of



226 J.H. TANG, K.Y. WANG, L.C.ZHANG, G.Q.LI

1z0
110

100

50 & 210mm, 220mm, 230mm

80

70

Temp (°C)

&0

50

40

30

z0

t(s)

Fig. 4. Temperature curves of different tori

electromechanical composite brake is as follows.

(R3 — R}) 16127 pApwab® L(poNT)?
(R3 — RY) (167Tpltc>r + \/iabAhMOkew)z 7

1
T=Tn+Th= 5fmi?p (13)

where Ty, is the brake torque of friction brake T3 is the brake torque of electromag-
netic brake, d is the piston diameter, p is the brake fluid pressure, R; is the inner
diameter of friction block, Ro is the external diameter of friction block, p is the
resistivity of brake disc, Ay is the skin depth of eddy current on the brake disc, w
is the angular velocity of the brake disc, L is the distance from the center of brake
disc to the center of pole, I is the electric current of electromagnetic brake, pg is the
magnetic permeability of vacuum, [, is the air gap between the brake disc and the
magnetic pole, and k. is the conversion coefficient.
In the above formula, there exist the relationship

2
Ap = —2—, (14)
WHo fr
where p, denotes the relative permeability.
The integrated control strategy is adopted to dynamically allocate the braking
torque between the friction brake and the electromagnetic brake. The allocation
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results are shown in the Fig. 7.
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Fig. 5. Distribution curves of brake torque

The distribution results of brake torque in Fig.7 are used to determining the
above thermal boundary conditions of the electromagnetic brake and the friction
brake. In the coupled analysis, the thermal boundary conditions comprise the heat
generation rate of electromagnetic field, heat of electromagnetic coil, and heat flux
density, thermal radiation, heat convection between the friction block and brake
disc. Under the braking condition with high brake strength, the temperature field
of brake disc can be calculated, as shown in Fig.8, and the temperature curves of
different tori in the same radial direction is shown in Fig. 9.

In the process of high-strength braking, the temperature of brake disc shows a
gradient distribution from the middle of brake disc to the inner and outer sides. The
high temperature zone is the contact area between the brake disc and friction block.
The temperature of brake disc rises rapidly, and the temperature reaches the highest
value which is about 365°C at 1.8s, and then begins to slow down. The reason is
that the friction heat and current loss, which are just absorbed, do not have time to
spread to the periphery. It results in a sharp increase of temperature on the inner
surface of brake disc. With the extension of braking time, the speed of brake disc
decreases continuously, and the heat flux density absorbed by it is also decreasing.
However, the heat flux transmitted through heat conduction mode exhibits a little
change in its interior. At this time, the heat absorbed by the inner surface of brake
disc is lower than the heat loss, which causes the temperature of brake disc to drop,
but the decline is slow.

Through the dynamic distribution of the brake torque and the temperature field
analysis, the relationship between the temperature of brake disc and the brake torque
can be simulated as shown in Fig. 10.

In the picture above, the curve of 1 is the temperature curve of friction braking
torque, the curve of 2 is the temperature curve of integrated braking torque, and the
curve of 3 is the temperature curve of electromagnetic braking torque. The trends
of the three curves are basically the same. With the increase of the braking torque,
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Fig. 6. Contour map of temperature field (MN denotes mimimum temperature,
MX denotes maximum temperature)

the temperature of brake disc is increasing. Among them, the temperature rise of
electromagnetic brake is slow, and the temperature rise of friction brake is the most
obvious. When the braking torque reaches 700 Nm, the temperature of friction
brake is about 545°C, and the temperature of integrated brake is about 440°C,
which represents a decrease by about 15.7% compared with the traditional friction
brake. And the maximum temperature of the integrated brake is much smaller
than the Curie point of the iron material, so that it will not affect the magnetic
conductivity of the integrated electromagnetic brake.

5. Conclusion

The thermal analysis of electromechanical composite brake is carried out, par-
ticularly, temperature fields under two kinds of typical braking conditions are ob-
tained. The simulation results show that the temperature rise of electromechanical
composite brake will not affect its electromagnetic force. The temperature rise of
electromechanical composite brake has a clearer decline than that of the traditional
friction brake. It can be seen that the models and calculation method presented
in this paper are accurate and practical, which can meet the needs of engineering
practice. This provides the theoretical basis for the design of electromechanical
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composite brake.
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Wireless thermal charging system
based on GPRS technology!

YU YAO?, XIAO ZHIGANG?, KEVIN GAO?®

Abstract. The thermal station dispatch department needs real-time monitoring of users in
different geographical locations, the purpose of real-time monitoring is to record the heat transfer
station temperature, pressure and other parameters, and according to the various heat transfer
stations to monitor the parameters of the data, the operation of the heat transfer station to adjust
to ensure the normal operation of winter heating. In this paper, General Packet Radio Service
(GPRS) technology made a brief introduction, according to the characteristics of thermal enterprise
monitoring system, a solution based on GPRS wireless thermal monitoring system is put forward.
Aiming at the running effect and practical application of the system, the test method to meet the
requirements is put forward, and the test results are analyzed. The function and design of the
module can effectively meet the needs of thermal remote meter reading business.

Key words. GPRS, wireless network, TCP/IP protocol, database.

1. Introduction

For all users of different geographical locations in the city, thermal dispatching
departments need real-time monitoring and meter reading of thermal data [1-3].
The monitored object is represented by the basic parameters in the thermal network:
temperature, pressure, flow, average flow and instantaneous value. At present, the
heat industry meter reading information management is based on the traditional
manual meter reading, as there is practically no application of intelligent automatic
meter reading system. If all the work has to be done by manual meter reading, it
is a time consuming and quite inefficient way [4-6]. Collecting or reproducing heat
meters for real-time data requires manual operation, seriously affecting collection

1 This work is supported by the 2014 Baoding science and technology research and development
plan (14ZG008), Research project of higher school science and technology in Hebei Province in 2014
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efficiency [7—10]. Although many thermal power companies have implemented a
variety of meter reading management mechanisms, the meter reading effect is still
unable to be fundamentally improved and improved, increasing the workload of
thermal enterprises and reducing the efficiency of instrument reading [11-12].
Based on the above reasons, a GPRS-based wireless network with remote calorime-
ter reading information system is established, which can realize the collection of field
parameters of various users and the real-time communication of data commands.

2. System working principle

Remote wireless heat meter reading systems include data collectors, data con-
centrators, data servers, wireless networks, and Internet. The data collector receives
the hot data, analyzes them and sends them to the concentrator over the wireless
network. The data concentrator sends the data to the data server over the GPRS
network, which stores the hot data in the database. When the administrator needs
to monitor the thermometer in real time, the data server sends the data acquisition
command to the concentrator through the GPRS network, and the data concentra-
tor performs the operation. An example of the network structure of 4G in remote
meter reading system is depicted in Fig. 1.

Client Monitoring center

- [l
L] R

CDMA
CDMA module network CDMA module 2
Acquisition terminal Acquisition terminal

Fig. 1. Network structure of 4G in remote meter reading system
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3. System outline design
3.1. Owverall functional framework

Remote meter reading information system functions are: user management (im-
port or export), heat table management (replacement table records), instrument
readings display, system maintenance (rights management, system log, parameter
maintenance), query statistics (user defined).

The system can automatically read the operating parameters of the heat meter,
remote monitoring heat meter, read real-time heat values and real-time display hot-
cost information.

Based on the demand analysis of the whole system summarized in the last section,
the overall functional framework of the remote meter reading system is designed. The
overall function frame diagram of the system is shown in Fig. 2.

h‘hermal remote meter reading information system I

¥
v y ¥ v v v

Basic System Integrated Integrated System Comprehensive
Information| | management management management Report Query
subsystem subsystem subsystem subsystem Subsystem Subsystem

Fig. 2. System overall function

The software uses B/S structure and does not need to install the client software.
It can be able to use the remote meter reading management function.

3.2. Database design

Information of the data involved in the system are mainly district information,
heat exchanger station information, community information, building information,
user information, user housing information, housing information, meter reading in-
formation, concentrator information, and heat meter and concentrator log informa-
tion. Effective management and maintenance of these data is the core and the basis
of the system. The performance of the whole system is good or not. The database
design is based on the characteristics of different data and application processes,
design science and reasonable database deployment plan to meet the unified man-
agement and efficient requirements on application of thermal remote meter reading
information system.

The system database is a large database Oracle, version 11g Oracle. According
to the analysis of the demand of the user data, the logical model of the system is
established, and then the physical structure of the database is designed based on the
logical model. Finally, the main physical structure of the database is as follows:
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Large area information table xt dgxx; heat exchange station information ta-
ble xt hrzxx; cell information table xt xqxx; building information table xt 1fxx;
user information table xt _yhxx; user housing information table xt _yhfwxx; housing
information table xt_fwxz; meter reading information cb_cbxx; concentrator infor-
mation table jzq jbxx; heat meter information rlb_jbxx; concentrator log table
jzq_log.

The main tables of the database are listed below in Table 1 and Table 2.

Table 1. Large area information table xt dgxx

Serial Field Field Type Length | Remarks
number name
1 Increment id integer
2 Large area | dgbm | VARCHAR2 30 Encoding: 00,
encoding 01 ---
3 Large area | dgmc | VARCHAR2 50
name
4 Operator czr VARCHAR2 50
5 Operation czsj DATE
time
6 Remarks bz VARCHAR2 200

Table 2. Exchange station information table

Serial Field Field Type Length | Remarks
number name
1 Increment id Integer Increment
2 The heat | hrzbm | VARCHAR2 30 Encoding: big
exchange area code +
station station  num-
encoding ber: 0001, 0102
3 The heat | hrzmc | VARCHAR2 50
exchange
station
4 Large area dqid Integer
1D
5 Operator czr VARCHAR2 50
6 Operation cz8j DATE
time
7 Remarks bz VARCHAR2 200
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4. System detailed design and implementation
4.1. Basic information management subsystem

The basic information management subsystem includes regional information main-
tenance, heat exchanger station information maintenance, community information
maintenance, storied building information maintenance, maintenance of the nature
of housing, concentrator information maintenance, and heat meter information main-
tenance function.

Background class design: Create the Base Info Manage class and in Base Info
Manage, the do Get do Post method of the Servlet class. Processing of the page
region information maintenance, heat exchanger station information maintenance,
community information maintenance, storied building information maintenance, main-
tenance of the nature of housing, concentrator information maintenance and main-
tenance of the heat meter.

Classes and methods used are: Check, Base Info Add Dao. The Base Info Manage
and Base Info Change Dao classes are mainly designed in the basic information
management module. Mainly for the user to submit a form of inspection, basic data
add and modify, the use of the class and method presented is in Table 3.

Table 3. Classes and methods used in the design of basic information management

Classes and methods Function

Check (form) Check the integrity of the information

Do Get\ do Post method in Base Info | Processing information to add, modify,
Manage class delete the form submitted by the page

Base Info Add method for Dao package | Add data to the database table
Base Info Add Dao

Dao Base Info Change Dao class base | Modify, delete data in the database
Change

4.2. Implementation effect of basic information manage-
ment module

Figure 3 represents the basic information management module in the regional
information maintenance list interface diagram.

5. System debugging and testing
5.1. Communication protocol testing

The information system of the thermal remote meter reading system based on
GPRS is developed, which is based on the system software and communication
protocol, and the function of the software is suitable, as well as its reliability and
operability. Another important part of this system is data communication, which
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relates to the transmission and two levels of communication protocol.

After the data concentrator starts and the data server establishes the connection,
the login request information is sent first, the message type is 4 (04H) and the
protocol test case format is as follows:

Remote

Only show communication normal cell;Refresh the page to wiew the latest developments

I Cell name Hl:oncentrn\or state ” Operation l
| ¥iu Lan City H Be ready “Display collector Copy the concentrator‘
Vitoria Be ready “]Jisplay collector Copy the concer\(rator‘

Sail Be ready “Display collector Copy the concen!rator‘

519 Be ready “Display collector Copy the concentrator‘

Chen fei Jia Xin H Be ready “]Jisplay collector Copy the concen(rator‘
Vitoria Be ready “]Jisplay collector Copy the concentrator

Lime Era Be ready ”Display collector Copy the concentrator
Champagne Town Be ready “]Jisplay collector Copy the concentrator
[Frozen factory dormitory|Haiting to shake hands|[Display collector Copy the concentrator|
I University garden H Be ready ”Display collector Copy the concen(ratorl

Fig. 3. Basic information management module

Table 4. Exchange station information table

Version Serial Message Message Current time (1) Test posi-

number number body type tion
length

02H 00H 00H1AH 04H 13HO6H16H15HO00 92H

HOOH

Equipment number SIM card number (2) Login password (3)

30H30H30H31H 31H35H31H32H39H30 31H35H31H32H39H30H38H32
H38H32H39H, 35H39H | H39H35, H39H

The data server receives a connection request for the data concentrator and ana-
lyzes the connection protocol: (1) the current time: 09 15 years 16 15 points 0 min-
utes 0 seconds (2) SIM card number: 18330226210 (3) login password: 18330226210
Analytical results: correct. The data concentrator connects the data server suc-
cessfully and the data concentrator sends the hot table address for 0000 1011H and
sends a request message to the current time: in September 15 16 15 0 0 seconds.
Test for a communication request message is shown in Tables 5 and 6.

The data server receives the request message of the data concentrator, parses the
message type, returns the data address of the heat meter to the data concentrator
and returns the information format shown in Table 5-3.
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Table 5. Test case for information of the heat meter

Version Serial Message Message Current time (1)
number number body type
length:null

02H 01H 00HOOH 0BH 13H06H16H15H00HO00H

Test position

A4H
Table 6. Test case returns results
Version Serial Message Message Current time (1) Test posi-
number number body type tion
length
2H 01H 00H18H 0CH 13HO6H16H15HO0HO2H | 8BH
Total in- | Serial The Instrument 1 address: 7Byt (E2) Instrument
strument | number number 2 address:
number of the
trans-
mitting
instru-
ment
03H 01H 03H 01H 00H 00H 00H O0OH 11H 11H 02H O00H
00H O00H
00H 11H
11H
Instrument 3 address:
03H 00H 00H O0H OOH 11H 11H

The responses are

1. The current time: 09 15 years 16 15 points 0 minutes 2 seconds. The main
content of the message returned by the server.

2. The address of the instrument: the low level in the front, the high position in
the post, BCD encoding were 1000000001111, 2000000001111, 3000000001111.

3. Analytical results: correct.

After the test of the system, the test results show that the function of the system
has been basically realized, the operation interface is simple and convenient, and the
system function is perfect.

6. Conclusion

In this paper, we analyze and investigate the main business of remote meter
reading system of thermal system, and analyze the information system of thermal
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remote meter reading based on GPRS. We introduce the technology of GPRS, JS
architecture, MVC mode, and develop the system according to the theory of software
engineering, realize the centralized charging, centralized management, accounting,
management, and also the function of the management system.

At present, the GPRS based remote meter reading information system is in the
primary stage of application. There still exist many problems whose solutions need
to be improved:
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Environmental monitoring and
intelligent irrigation system research’

XIAOLING DING??, ZENGHUI ZHANG?, LIXIN
ZHAO®*, YIBIN LI?, RUNGUO ZUO*®

Abstract. A remote irrigation system based on GPRS and LabVIEW is designed, aimed
at the requirements of modern precision agriculture and water-saving society. We use K60 as the
lower monitor recording the temperature, humidity and other environmental parameters which
sends the data by the transmission medium of GPRS. Through the internet network, the remote
data are transmitted to the host computer. At the same time, an intelligent water-saving irrigation
is realized by introducing the fuzzy control system. It plays an important role in studying wheat
growth in further depth. The simulation experiment results show that the system is simple, stable
and reliable. The interface is friendly. It meets the purpose and requirement of expected design.

Key words. GPRS, LabVIEW, data acquisition, water saving irrigation, wireless sensor,
networks, fuzzy control.

1. Introduction

The shortage of water resource is the basic national condition in China. Al-
though the total amount of water resource is rich, our country has access to less
water per capita. As a large agricultural country, agricultural water accounts for a
high proportion of the total water consumption. According to statistics, in 2007,
agricultural water accounted for more than 60 % of total water consumption. But
nearly 6.7 million hectares of farmland do not have water enough for irrigation. Our
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country is short of 40 billion cubic meters of water every year.

Thus, water-saving irrigation is the strategic measure to realize precision agri-
culture construction, which has a great significance to safeguard the economic, eco-
logical and social sustainable development of China. Form the 1980s, Israel, United
States and other developed countries have been successful in use of remote sensing
technology and data communication technology in the forecast of soil moisture and
environment monitoring for crop growth [1-2]. In our country, the precise irrigation
technology started late and generally uses the method of timing for irrigation. If
the soil needs water, it is irrigated in time, but utilization of water resources is very
low and waste is serious. Although the extensive irrigation phenomenon has been
basically controlled, application of control-irrigation devices is very rare, so that agri-
cultural water-saving technology also needs to be further improved [3-4]. In order
to achieve the data remote transmission, real-time acquisition, display and storage,
the project introduces environment monitoring and irrigation control using wireless
networks by combined application of sensor technology, computer technology and
virtual instrument technology [5—6]. Based on the change of soil moisture and crop
demand in different periods, the system adopts the manual control solenoid valve
and automatic control of two modes of switching to achieve intelligent monitoring
irrigation. Data curve satisfy the need of accurate control of a wide range of drip
irrigation, which can easily evaluate the change of parameters and collect an amount
of information [7-8]. To reduce waste effectively, enhance adaptability of the control
system and realize a certain amount of intelligence level, fuzzy control was added to
the system.

2. Analysis of the problem

As shown in Fig. 1, the structure of the system is divided into lower monitor data
acquisition, wireless data transmission module, host computer monitoring software
module and several other parts. Sensor is set up at the monitory point, measuring
current traffic data in the field. Transmitting data to the monitoring center using
GPRS DTU allows the remote host computer a better real time monitoring and
storage managing in the form of database.

3. System principle
3.1. Hardware structure

The system hardware mainly includes the main controller in the field, environ-
mental sensors, solenoid valve, power supply system, wireless transmission module
and interior control center. A part of signal is converted to digital signal by the
single chip microcomputer (SCM) through the modular conversion circuit and then
it is treated and transmitted to the remote monitoring host computer. It associates
database and carries out remote control of electromagnetic valve switch to realize
intelligent irrigation.
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Battery/Solar power

GPRS Internet \ @ __p |-
r |
| ‘ﬂAir temperature sensor |

T l | |
: *»’ The humidity sensor ‘ :
| |

GPRS DTU F—t SCM J CO2 Concentration |

| gl sensor |

I »/ Soil moisture sensors ‘ |

l : Determine :
PC/Detection whether — -

Server software | irrigation > Ultraviolet sensor ‘ [

2 | |

L | Water droplets humidity |

| —» detection sensor |

Remote Display, Print, Give an | |

computer alarm 0 | — - - e =

Fig. 1. Overall structure of the system

3.2. Sensor nodes

All of the environmental parameters, after being measured by the environmental
sensors distributed in the field, are transmitted to the field main controller which
transmit them to the control computing center through GPRS module [9-10]. Field
data acquisition is a sensor network, which is made up of thousands of sensor nodes
[11]. Each of the sensor nodes consists of various environmental elements of the
sensor, node controller, STC15 SCM, and CC1100 wireless RF module. The data
collected by COs concentration sensor and soil moisture sensor is transmitted to
the AD conversion circuit, then after passing through regulating circuit, filter cir-
cuit and amplifying circuit are transformed to the digital signal and transmitted to
microprocessor. Other data (collected by the air temperature and humidity sensors
and UV sensor) are transformed to digital signals directly, then the signal is stored
in microprocessor internal storage and transmitted to gathering node through the
CC1100 wireless transmission module.

The gathering node master controller of the system is the K60 SCM of Freescale-
TM Semiconductor based on ARM Cortex-M4. It has a low power consumption and
contains the mixed signal microcontroller. It is rich in serial interface and CAN bus
interface and can collect 16 bit AD collection. The main controller deals with the
data transmitted from nodes that is then stored. The processed data is sent to the
GPRS module through the TTL turn RS232 module. The main controller judges
whether it should open the solenoid valve according to the data that is sent by the
GPRS module.

Its wireless transmission module uses the GTM900C wireless module Huawei (a
three-frequency band GSM/GPRS wireless module, supporting the standard AT
commands and enhancing them), and the highest rate of the GPRS data service can
reach 85.6 Kbit. Both data acquisition module and GPRS DTU need the battery
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to supply electricity. When battery power is less than 10 %, in order to charge up
it in time, an intelligent control system send instructions to control monocrystalline
silicon solar panels, and fully charged battery charge can supply the device for 3
months.

To increase the reliability of the system, nC/OS-II operating system is imple-
mented in the SCM. Compared with the traditional SCM, it can also avoid the
program run errors in the development work or falling into an infinite loop, makes
the debugger easy and uses for the system extremely safe condition [12].

4. Software design

The server uses Windows 7 system to write static IP address and port into the ini-
tialization of the GTM900C. The host computer monitoring adopts TCP /IP network
protocol in writing the program and performs on the server based on LabView2012.

4.1. System login
The login interface of the system is shown in Fig. 2, containing only input of the

correct user name and password. The remote monitoring system mainly includes
three parts: monitoring, data curve display and data processing.

Intelligent Irrigation System

Login Result Succeed Login ‘ Cancel ‘

Fig. 2. Login screen

4.2. Design of the monitoring interface

Monitoring interface main sets TCP listening port, the server-side runs to monitor
first of all, and then enters the same port with the DTU’s configuration. Since DTU
is within mobile intranet and has no fixed IP, DTU is assigned randomly to the
remote address and remote port, then the address is connected to the IP but port
assigning is not the same every time. The section of the alarm setting processes the
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information collected and triggers alarm if the value is out of range. The part of
solenoid valve control sets two control methods (hand control and self control) and
it can be controlled manually or automatically, according to soil moisture changing.
Intelligent control device automatically closes the solenoid valve when the ambient
humidity is higher than the maximum humidity value that is set. Vice versa, when
the humidity is below the minimum humidity value, the solenoid valve is opened
automatically to achieve intelligent irrigation.

4.3. Choosing graph curves

Host computer improves the function of selecting curve, which allows viewing
selectively a variety of data changes. Dynamic invoking sub VI in main VI can
be loaded into the sub VI. The curve to be seen is selected on the left side of the
check box in Fig. 3, displayed on the right side of this interface, and then printed or
otherwise processed.

Waveform Chart

Y| Curve.0 50'
'/ Tt’!]lpr’fil' ure
v Humidity

CO2

concentration

/ Soil moisture

HE HER

Y Ultraviolet 0 i
skl 19:3407.411 19:36:07.4
hadury 2014/11/1 2014/11/

Time

Fig. 3. Data processing interface

For example, checking four options in the check box of Fig. 3 (the curve 0 carried
by the system is axis x), the curve can be shown on the side of the screen from top to
bottom taking turns air humidity, soil moisture, temperature and ultraviolet (UV)
curve (close to axis x), realizing the function curve of choice.

4.4. Remote monitoring realization

The research is carried out with the Widows 7 system as a server connected to
VI panel through web browser [13]. VI is open remotely by inputting URL address



244 XIAOLIN DING, ZENGHUI ZHANG, LIXIN ZHAO, YIBIN LI, RUNGUO ZUO

at the time of configuration in the address bar. If the remote-client wants to operate
the host computer, the permission by server must be obtained to gain the control,
in order to avoid operation without permission. Therefore, the system can realize
local or remote client computer controlling the system environment.

5. System control strategy
5.1. Strategy selection

It is difficult to describe the automatic control process of irrigation system with
precise mathematical expressions due to its time delaying and nonlinear process. To
solve the complex and difficult problem accurately, the intelligence control irriga-
tion system joins the fuzzy control and emulates the control system by MATLAB.
Using the look-up table method, the system adopts two-dimensional fuzzy control
structure of double input (soil moisture deviation E, EC deviation rate) and single
output (irrigation time U). The variety of the choice of parameters of input and
output variables is shown in Table 1 (NB: Negative Big; NM: Negative Medium; NS:
Negative Small; ZO: Zero; PS: Positive Small; PM: Positive Medium; PB: Positive
Big). The basic structure of fuzzy controller is shown in Fig. 4.

knowledge
base

Output
Collection l T
value
+ Calculate e
> — > fuzzification process

and 2e decision logic Defuzzification

fuzzy value fuzzy value exact value

Collection
value

Fig. 4. Fuzzy control chart

5.2. Fuzzy rules

The fuzzy decision adopts Mamdani decision-making model and then uses max-
imum membership degree method to solve the fuzzy. Both EC and E choose 7
language values, so that there are 49 fuzzy inference rules in the system. According
to the summary of agricultural practice in the long term for water-saving irrigation
and experimental result of the research about drip irrigation, we can get the fuzzy
control rule which is showed in Table 2.

5.3. Simulation experiment and analysis
In order to verify rationality and validity of the fuzzy control scheme, this design

uses the simulation software Simulink (which belongs to the MATLAB) for the
greenhouse water-saving irrigation system to make a simulated test. As shown in
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Fig. 5, the system simulation model is composed of the step input signal, proportion,
theory of domain range, fuzzy controller, zero step, function, delay module and
display module.

Table 1. Various parameters of input and output variables

Input and out- | The basic the- | Language in- | Fuzzy set the- | Membership
put variables ory of domain put and output | ory domain function
variables

B -10%-10% NB, NM, NS, | -3-3 Triangle Gaus-
Z0O, PS, PM, sian
PB
EC 2%2% NB, NM, NS, | -3-3 Gaussian
70, PS, PM,
PB
U 0-80 min Z0O, PS, PM, | 0-3 Triangle
PB
Table 2. Fuzzy control rule
U EC | NB NM NS Z PS PM PB
E
NB PB PB PB PM PM PS Z0O
NM PB PB PM PM PS Z0O Z0O
NS PM PM PS PS 70O 70O 70O
Z PM PM PS Z0O ZO Z0O ZO
PS PS PS 70O 70O 70O 70O yAe
PM Z0O Z0O Z0O Z0O Z0O Z0O Z0O
PB 70O 70O 70O 70O 70O yAe] yAe]

According to agricultural experts’ experience and actual system, the relation
function of soil water variation and irrigation time are showed in the following for-

mula
Tt
Ay =100sin | — | . 1
y=100sin (57 ) (1)

Analyzing the output of fuzzy controller, we can set different values of E and
EC to prove the validity of the system. When E = 3, EC = 3, and U = 2.68, the
soil is very dry and dries quickly, so the irrigation time should be long, and this
is consistent with output results of rules. As shown in Fig.8, bottom part, when
E =3, EC =3 and U = 2, the soil is a little dry, dries quickly, and the irrigation
time is shorter than above, which also agrees to the output of rules.

The simulation experiment results analysis: when setting goal soil humidity at
25 %, the phase signal inputted to simulation model should be 25. It is the curve



246

»  simoutl

XIAOLIN DING, ZENGHUI ZHANG, LIXIN ZHAO, YIBIN LI, RUNGUO ZUO

| frorpsof

Sep

Gain1 Saturation

du/et .'_Wuv +

Derivatve Gain Saturation1

Toft AN\ P —{%

ero-Order Hold Gsin2Sine Wave Funcion  Transport Delay
Fuzzy Logic Controller with Ruleviewer

Memory

] ®.|' timeout

Scope1 Clock To Workspace2

Fig. 5. Simulink model of the irrigation system

ToWorkspaoce1
]

Scope

simout

To Workspaoce



ENVIRONMENTAL MONITORING AND IRRIGATION 247

obtained by simulation. Figure 6 shows soil humidity simulation graph, where axis
x is time in s and axis y is soil humidity in %. From the simulation graph, we can
see the error range of simulated soil humidity is stabilized between the 2% up and
down.

30 T T

Soil

moisture ' [ T
9 =]
10 -
4! ]
0 1 1

0 Z0 40 - 60 80 100
Time/s

Fig. 6. Output of the rules

By comparing the actual soil humidity and simulation results, we can see that
the error is almost the same. The simulated humidity is less than 2 %, and that can
achieve the requirement of irrigation system. Obviously, the systematic accuracy can
completely satisfy the need of field crops irrigation, and the stability of the system
control is good.

6. Conclusion

The research was aimed at designing data management and remote intelligent
control irrigation system based on GPRS, LabVIEW and fuzzy control. The system
has the advantages of low cost, long transmission distance, fast speed and strong
reliability. It is going to play a promoting role for the construction of modern pre-
cision agriculture and water-saving society. The results of simulation experiments
show that the system can control electromagnetic opening and closing valves auto-
matically, according to preset humidity range, meets the demand of field irrigation,
and achieves goals and requirements of the desired design.

1. Completes the data acquisition and processing, and increases two option modes
of manual and automatic control, that can intelligently irrigate according to
actual humidity,

2. Increases the data curve comprehensive print function; adds the fuzzy control
and is verified by simulation of MATLAB, and



248

XIAOLIN DING, ZENGHUI ZHANG, LIXIN ZHAO, YIBIN LI, RUNGUO ZUO

3. Can realize monitoring for remote environments in the network, as well as

intelligent control for remote water-saving.
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Study of the crack extension about
splitting grouting based on fracture
mechanics'

TENG WANG?#, MINGRU ZHOU??, YANMEI DING*,
GUOWEN LU?? GUANGKANG ZHOU??

Abstract. The extended geometric shape of soil crack is an important factor in the strength-
ening design of split grouting, but the occurrence and development of soil split grouting is difficult
to be visualized. This paper studies the cracks form of splitting grouting, establishment of the
failure criterion and determination method of crack from the point of fracture mechanics. In order
to establish the finite element model of crack extension we employed ABAQUS software together
with engineering parameters of soil reinforcement from Lanzhou New Area fast road project K1 +
662.053. We also analyzed the crack length and effect of split grouting pressure and the impact of
soil physical and mechanical properties. This research report demonstrates that when calculating
split grouting pressure we should take the impact of crack extension length and soil strength pa-
rameters into major consideration. Crack length is affected dramatically by grouting pressure in
which it shrinks non-linearly as the crack length increases.

Key words. Loess, split grouting, crack length, fracture mechanics, extension (propagation)
behavior, effective paths.

1. Introduction

Grouting technology is a very professional academic branch of geotechnical engi-
neering which has a good effect in improving the engineering geological conditions.
Fracturing grouting is the exploitation of slurry pressure to promote the expansion
of soil cracks, which changes the original structure of soil. And through the filling of
the slurry it should also eliminate the soil of the overhead space, eliminate the col-
lapsibility of soil, and, finally, to achieve the purpose of reinforcement [1]-[3]. Due to

1This work was carried out in the frame of Science and technology project of Gansu Province
(JK2014-34).

2Western Engineering Research Center of Disaster Mitigation in Civil Engineering of Ministry
of Education, Lanzhou University of Technology, Lanzhou, 730050, China

3Lanzhou University of Technology, Lanzhou 730050, China

4 Architectural and Civil Engineering Institute, Weifang University of Science and Technology,
Weifang 262700, China
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the conspicuous soil thickness in the Loess Plateau region, utilizing grouting method
to reinforce the building of settlements has become an effective mean of technology.
However, most of the engineering design is blindness, and the selection of grouting
parameters often depends on subjective experience. In addition, the research on
the expansion behavior theory of the slurry in the soil body is very slow during the
grouting.

It is very necessary to study the fracturing grouting crack propagation distance,
which has a close connection with the effect of grouting reinforcement. The hy-
draulic fracturing process usually refers to the soil or rock mass that they produce
crevice under high liquid pressure [4]. This theory is not only the theoretical basis
of treatment engineering seepage control, but it is also the key method to solve the
underground grouting engineering. The stress intensity factor is an important pa-
rameter to characterize the fracture of material, and it is one of the most important
factors for solving various kinds of cracks of fracture mechanics [5]. In order to
develop a calculation method for the fractured rock mass fracturing grouting pres-
sure, Zou et al. adapted a strength criterion of nonlinear Hoek-Brown in fracture
mechanics, and established the type II and mixed mode cracks of fracturing grout-
ing pressure calculation method in the fractured rock mass, which introduces the
hydraulic fracturing theory and fracture mechanics method into the theory of frac-
turing grouting [4]. Aiming at the plane strain of tunnel, plane model study of elastic
stage of composite soil after split grouting was studied; on the basis of the study of
the existing split diffusion model and area equivalent principle, a two dimensional
simplified equivalent unit model of the composite soil after split grouting was put
forward. Based on the theory of homogenization, the equivalent elastic parameters
of the two dimensional simplified model were derived by the principle of deforma-
tion coordination [3]. Based on the Bingham constitutive model, a single plate crack
slurry transport equation was established under the condition of constant pressure
grouting [10]. However, most of studies were based on special rock conditions, and
it was difficult to better explain the strengthening mechanism of split grouting in
collapsible loess area of large thickness.

To research the criterion and determination method, a finite element model of
crack extension was established by using ABAQUS software and combining Lanzhou
New Area fast road project K1 + 662.053 engineering parameters of soil reinforce-
ment. Some aspects of soil were also analyzed, such as the crack length, effect of
split grouting pressure, and impact of physical and mechanical properties. It pro-
vides guidance and references for the engineering practice of split grouting in the
large thickness of the west of China.

2. Fracturing mechanics analysis of fracturing pressure
2.1. Griffith crack assumption
The substance of fracturing grouting is to use high pressure grouting process,

based on injecting cement or chemical agent. Then the grout puts additional com-
pressive stress to the surrounding soil and the soil produces shear fracture and frac-
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ture failure. According to the theory of Griffith crack [5], fracture is not the two
part along the interface of crystal breaking, but the result of the soil mass crack
extension under the pressure grout in the process of grouting soil.

In this paper, the substance of the loess in the process of fracturing grouting
cracks under the uniform internal pressure was simplified for the elliptical hole pro-
cess Griffith crack under the uniform internal pressure. As shown in Fig.1, we
assume that the soil in the distance is not subjected to force, and affects the dis-
tributed pressure p on the elliptical hole L evenly. Then, according to elastic theory,
the boundary conditions are as follows [5]:

Fig. 1. Stress distribution in fracture model

for /22 +y2 - 00: 04 =0. (1)

For (z +y) € L there holds

Opa €OS(N, T) + 04y cos(n, y) = —pcos(n, ), )
Oy €OS(N, ) + oy cos(n,y) = —pcos(n, y) .

Here, cos(n,z) and cos(n,y) express any point outward normal direction of di-
rection cosine. Symbol n expresses the the unit outward normal to the point.
According to fracture mechanics theory, the hole side stress can be obtained using

the formula )
_ . 1=3m“+2mcos2¢p
(O’LPLP)le = PIrm?—2mecos 2¢ (3)

(Upp)pZI =P,

where m = (a — b)/(a +b).
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The maximum normal stress is

Omax — (O-gacp) p= 1 = (Uyy) r = +a =P :p(_l + 25) . (4)
p=0,7 y=20

Comparing the formula (3) and (4), the radius of curvature py — 0 at the top
of the elliptic semi-major axis, internal pressure of elliptical hole and stretching of
maximum normal stress of elliptic hole are almost the same. At the same time, the
elliptic hole is transformed into a Griffith crack when b = 0.

2.2. Establishment of fracturing crack failure criteria

Stress distribution within the crack is composed of two parts when fracturing
grouting, namely the original ground stress and pore fluid pressure. As stipulated in
fracture mechanics, tensile stress is positive and pressure stress is negative, while the
plus-minus sign is just contrary in soil mechanics [4]. To simplify the calculation, this
paper considers the compressive stress positive. Then, the soil mass crack fracture
mechanics analysis model diagram is shown in Fig.2. Assuming that the soil is
homogeneous and isotropic, according to the linear elastic theory of semi-infinite
medium, the shear failure criterion satisfies Mohr—Coulomb criterion.

o G 1\ J o

Fig. 2. Soil mass crack fracture mechanics analysis model diagram

The criterion expression is

T=C+optane, (5)
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01 —0
=13 gin2a, (6)
2
01+03  01—03
op =
2 2

The symbols 7 and o, represent the shear stress and normal stress on the surface

of the shear failure, respectively; symbol o shows the shear failure plane method and

the maximum principal stress direction angle, ¢ and C show the internal friction
angle and cohesive force of soil, respectively.

According to the principle of Terzaghi effective stress, the pore pressure of soil
shear failure occurs and can be expressed as

cos 2a. (7)

o1+ 03 o1 — 03

cos 20 — —(01503 sin 2a)

8
2 2 tan ¢ ()

p1=

In accordance with the above analysis, the serous fracturing surface usually occurs

in the stress on the surface of least resistance. So we can see that once the normal

stress on the surface of the shear fracture is equal to zero, cracks begin to expand,
and the pore pressure is

o1+o03 01—03

5 5 Cos 20 . (9)

p2 =

2.3. Fracturing grouting discriminant methods of crack ex-
tension

When fracturing grouting loess conforms to the rule of fracture mechanics of the
propagation of the crack (namely during crack propagation), the end of each point
stress intensity factor is equal to the critical stress intensity factor of the loess [5].
Fracture criterion of crack propagation is then as follows

K = Kic. (10)

The symbol K7 is the crack extension criterion which is the stress intensity factor
of crack, while Kj¢ is the fracture toughness. Among them:

_pVT (b
KI—Euc)(a

.

1
3
> (a®sin® ¢ + b% cos? )1 . (11)
The formula E(k) is the second type of complete elliptic integrals, namely
z 1
E(k) = / (1-k?sin’@)? da, (12)
0

where
a? —b?

=
a2

(13)
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The length and width of the crack are equal when assuming that the crack front
is infinitely small, namely a = b. The elliptical crack becomes a disc crack at this

time and
E(k)=—. (14)

Then a simplified formula can be obtained and at any point the stress intensity
factor of homogeneous internal pressure along the elliptic crack front is

Ky = 2%5. (15)

3. Model analysis
3.1. Project summary

The fast road project K1 + 662.053 is a section of engineering in Lanzhou new
district, Formations for the top are loess, gravel layer and the bedrock. According
to the field condition, the design of grouting depth is 5.m, the undisturbed loess
under SEM microscopic structure is as shown in Fig. 3, undisturbed loess mechanics
performances are shown in Table 1.

Table 1. Mechanical properties of intact loess

The mois- | Void ratioe | Modulus of | Poisson Cohesive | Angle of in-
ture content elasticity £ | ratio u force C | ternal fric-
w (%) (GPa) (kPa) tion ¢ (°)
20.3 1.10 20 0.3 32 26

Fig. 3. Microstructure of undisturbed loess SEM: left—100 times magnified,
right-500 times magnified
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3.2. Model building

The grouting process of crack propagation was simulated by the finite element
software ABAQUS. The stress intensity factor of the calculation unit can be cal-
culated by the analysis of the stress and serous pore pressure values of the model,
and whether the crack will extend can be evaluated by the criteria proposed in this
paper. The model area is shown in Fig. 4.

\
Injection point

Fig. 4. Crack growth demonstration model

The parameters were selected in the following way: the fracture toughness of
the loess is taken Kic = 2.7 MN/m?’/2 and the fracture energy in the shear mode is
54.7 J. Cohesive unit selection is COH2D4, other materials selection is CPS4R, the
field test process can be determined using this method of the stability of the loess
soil structure by analysis the calculation results. The analysis of fracture-initiation
pressure and fracture morphology belongs one of the key technologies of fracture
grouting. According to the changes of stress path in different times, the damage of
the element can be analyzed, and the crack propagation in different periods can be
obtained. The element boundary taken as a "Path" is shown in Fig. 5, the calculation
path being conducted from the bottom up.

3.3. Data analysis

According to the changes of stress path in different times, the damage of the
element can be analyzed, and the crack propagation in different periods can be
obtained [11-12]. The calculation results of stress path are shown in Fig. 6.

In Fig.6, we can see that the maximum value of S11 at the lowest end of the
path is less than 2.7 MPa when time ¢ = 0.075s, and the interface did not appear
failure behavior. The S11 at the lowest end of the path achieved the damage value
of 2.7MPa when time ¢ = 0.1143s ,and the lower end of the unit began started to
damage at this time. When time ¢ = 0.1720s, the path at the bottom of the interface
is declining S11 value of damaging the original point. The value is not zero, which
indicates that the damage value D does not reach 1 yet, although destruction was
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Fig. 5. Calculated interface path diagram

Stree S11 MPa

-10 . . . . . ' . . . .
0 2 4 6 8 10

Y true distance /mm

Fig. 6. Path diagram of calculation results

conducted here. The interface crack tip continues to spread along the path. When
time ¢t = 0.2585 s, one can see several S11 values on the top of the patch and bottom
is zero. It is showed that the damage value of these units has reached 1, and it
means a complete failure state. When time ¢ = 0.3882s, the failure units continues
to increase, and crack continues to propagate along the path.
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By analyzing the pressure of different periods, it is found that the damage of the
unit is advancing slowly with time and the failure unit is increasing slowly. At the
same time, the expansion of the crack also expands slowly with the increase of the
failure unit, which shows that the stress intensity factor of the crack is greater than
the stress intensity factor of the unit. With the expansion of the crack, the stress
intensity of the crack gradually becomes smaller and smaller until it is less than the
stress intensity factor of the element.

Cracks of soils are expanded through grout pressure in fracturing grouting to
change the original structure of the soils. Overhead inter-spaces of the soils are
removed through filling grouts, thus removing collapsibility of the soils and reaching

consolidation [9]. The curves of crack length and grouting pressure are as shown in
Fig.7.
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Fig. 7. Curves of crack length and grouting pressure

One can see in Fig. 7 that the crack length is affected by grouting pressure signif-
icantly; with the crack length increasing, the grouting pressure presents a nonlinear
increase curve. At the same time, the nonlinear extension of the crack length in-
dicates that the structural integrity of the local loess is better; the reason is that
only the integral loess soil can form a long crack length. On the contrary, if the
crack length changes not obviously with the increase of grouting pressure, it means
that the structure integrity of the loess is not completed and may be damaged. In
addition, the tension stress and shear stress that the slurry in the extension process
in soil needs to overcome, increases with the increase of the crack length. Therefore,
from Fig. 8 we can see that grouting pressure increases with the increase of the crack
length.
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Fracturing grouting cracks extension is not only related to the grouting construc-
tion technology, but also to the in situ stress and physical and mechanical properties
of soil [6]. As one of two important parameters of the rock (soil) mass, internal fric-
tion angle is a shear strength index and an essential parameter of engineering design
[7]. Internal friction angle of the soil reflects the frictional characteristics. Influence
of internal friction angle of the soil on grouts flowing in the cracks is remarkable
during fracture grouting.

stress /(MPa)
& )

L L | L | L
—

-18 , . , . . . ,
0 30 60 90

angle of internal friction / (* )

Fig. 8. Relationship between grouting pressure and internal friction angle

Based on literature [13], shear strengths of rock and soil material consist of two
parts. However, the cohesion reaches its peak when in small deformation, while
the friction can only give full play upon occurring rather large deformation. As a
result, the cohesion displays fragility of the rock and soil, while the internal friction
demonstrates plastic property. A curve of grouting pressure changing along with
the variation of the internal friction angle is shown in Fig.8. We can see from Fig.
that gradually increasing grouting pressure is required with the increasing internal
friction angle of the soil. As the destructive process of the rock and soil is just the
process of the friction gradually play its role, the larger the internal friction angle
of the soil; Grouting pressure shall overcome the strength of the soil, leading to the
greater resistance of flowing grouts. Thus, the greater grouting pressure is required.

3.4. Test analysis

In the process of the actual test, fracturing grouting soil mass crack propagation
can be analyzed by the change of displacement of soil. Because the test zone of
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fracture form is more complex, it is difficult to evaluate the results by statistics tools.
So we selected the test section which is more representative from a few viewpoints.
The measured crack extension data are shown in Table 2.

Table 2. The test results of crack propagation

Number | Soil Grouting pres- | Fracture Delay on | Decurrently
depth/m | sure/MPa length/m | highly/m | height/m
Test 1# | 4 0.9 0.31 0.031 0.029
Test 24 | 4 0.9 0.33 0.027 0.025
Test 34 | 4 0.9 0.32 0.030 0.026
Test 44 | 4 0.7 0.25 0.024 0.021
Test 54 | 4 0.7 0.24 0.022 0.025
Test 64 | 4 0.7 0.25 0.021 0.020

According to the test of 1-6 reinforced soil monitoring data (Table 2), after
the splitting, crack propagation in 0.24 m—0.32m decreases with depth. For the soil
under the different pressure of fracture, simulation results and experimental data are
basically identical. Meanwhile, under low pressure, the diffusion distance is smaller,
but near the injection pipe, the soil displacement is larger. Therefore, we can deduce
that under low pressure, slurry long time in a bubble form, to compaction of soils,
soil under the high pressure is given priority to with splitting, slurry flow far away.
And fracture general trend of present along the split face next fracturing, rarely
possible secondary splitting.

In Table 2, the soil mass crack propagation length is closely related to the ductility
ratio and soil mass stress state, and the ratio measurement with the soil circle size a
linear relationship between principal stress ratios. It also verifies the splitting cracks
in the smallest little the conclusion of extending direction of principal stress plane

Microstructure analysis (see Fig. 3) found that soil structure differs from between
space distributions. Lead to split face uncertainty guide, make each time grouting
grout to different, cause of fracture of surrounding soils in the local discreteness. It
also demonstrates the soil particle cementing with structural, and the expansion of
crack is weak cementation with fracture.

In this paper, the studied object is loess medium. The grouting crack simulation
results of tested soil layer under different pressure are basically consistent. The re-
sults show that the crack propagation of split grouting is consistent with the Griffith
crack theory in fracture mechanics.

4. Conclusion

1. Based on the fracture mechanics, the crack forms, failure criterion and de-
termination method of the crack expansion in splitting grouting process were
studied and crack propagation model in Loess Area was established.
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2. Through the model analysis, it is concluded that the crack growth is controlled
by the fracture factor. The stress intensity factor of the computational element
can be calculated according to the crustal stress and pore pressure, and through
the decision criterion it is possible to evaluate whether the crack is extended.

3. The crack expansion of split grouting is not only related to the grouting con-
struction technology, but also related to the crustal stress and the physical and
mechanical properties of soil. The effect of crack length by grouting pressure
is particularly significant, also the regularity of crack length illustrates the sta-
bility of the soil structure. Using this method can determine the stability of
loess soil structure in the field tests, and provides a theoretical guidance for
the follow-up field reinforcement design.
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A loading balance model of virtual
machine live migration in cloud
computing environment'

XIN Sur??, L1 Li*#, DAN Liu?, HONG WEI YANG?,
XU Di1?

Abstract. Virtual machine living migration technique provided a method for load balancing
in cloud computing environments. In order to reduce the SLAV rate and improve server utilization
rate, the virtual machines of overload server were migrated to other server and integrated low load
server. The model proposed in this paper put the number of over-lowload servers, migration cost
of virtual machine and power consumption of servers as the main target. In order to achieve these
objectives, the paper defined the power consumption function of the servers, the migration cost
function of virtual machines and the SLAV rate function, putting forward an ELBMLM model,
and genetic algorithm was applied in the model. The experiment results showed that the proposed
model was better than the others.

Key words. Cloud computing, virtual machine migration, load balancing, energy consump-
tion.

1. Introduction

As a service available to the user, the stability of service resource and utilization
rate is the key of influencing the intuitive feeling of users and economic benefits
of service provider. So how to meet the needs of users and effectively manage the
service resources becomes the key to the development of cloud computing [1].
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Verma proposed an algorithm to solve the problems of virtual machine se lection
(MADLVF), which would select the appropriate virtual machine from the overloaded
host, migrate it to other server and put the load of the entire data center to tend
into balance [2]. Jiao Zhang studied how much bandwidth was required to ensure
the migration time and downtime during the migration of virtual machines [3]. In
order to guarantee the service quality and reduce the cost, Mohamed Mohamed
proposed an autonomic management model, which could effectively control the cloud
resources, see [4].

2. Methodology
2.1. Problem formulation

2.1.1. Power consumption. From the document [5], the power consumption
value of the physical server had a relationship with CPU usage rate at a certain
time, which was presented as an approximate linear relationship. So the power
consumption of the physical server could be calculated according to the CPU usage
rate. The formula reads

PZ(U) =r; x Pimax + (1 _ Ti) * Pimax * U (1)

where P;(u) is the total power consumption of the physical server ¢, constant r;
stands for the power consumption ratio of the physical server i when it is idle and
peak, P®* represents the maximum power consumption by fully utilized server,
and u; denotes the CPU usage rate of the physical server 1.

The total power consumption of the physical server ¢ between times ¢ and t,, is
then given as

=Y Plu(t)). )

where u;(t;) is the CPU usage rate of the server ¢ at time ¢; and P(u;(t;)) is the
power consumption of the server ¢ at time ¢;.

The document research showed that the energy consumption of the network
equipment was only related to the configuration of network devices. The calculation
formula of network equipment energy consumption is shown as follows

P(C) = F(C) + A% X, (3)

where P(C') stands for the power consumption of the network equipment, C is the
configuration parameters of the network equipment, F(C) is the sum of standard
and network line card energy consumption of network equipment. Symbol A denotes
the power consumption of the network interface and X represents the number of the
network interfaces.
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The energy consumption of cloud data center is
N tn
E=) B+ PO), (4)
1 t1

where N(i) is the number of servers.

2.1.2. Live migration cost estimation. The living migration of virtual machine
would lead to the performance degradation of application at the pre-copy stage and
down time at the copy phase. The migration time of virtual machine is calculated
by the formula

ty, = == (5)
and the performance decline of the application is given by the formula

to+iv;
Pvi:a' ZU\/i—l—b'MVi-i-C'BVL.. (6)

to

Here, ty,, represented the migration time, My, denotes the memory size of the
virtual machine, By, stands for the network bandwidth, Py, shows the performance
decline of the physical server, ¢ is the starting migration time, Uy, denotes the CPU
usage rate, a, b and c are the parameters of the performance degradation caused by
the CPU utilization, memory occupancy and network band occupancy, and, finally,
M{, represents the memory occupied by the live migration.

2.1.3. Service-level agreement (SLA) violation. The violation of the SLA per-
cent is given by the formula

N, iolation
SLAVP = —SLaViolation (7)
Ntotal

where SLAVP denotes the percent of servers that were in violation of the SLA,
NsLAviolation Stands for the number of servers in violation of the service level agree-
ment and Niota is the total number of servers.

2.2. Live migration algorithm

2.2.1. Load status of server. The status of the ith server may be described as
follows

PP=1 | Pl=P=0U>a
Pf=1 | PP=P=0b<U<a ;. (8)
Pl=1 | PP=Pl=0U<b

In (8), P?, P!, P} express that the ith server is on overload, full load, low load
state or not, respectively, and meets the condition P + PZ-f + P! = 1. Symbol U;
indicates CPU utilization, and a and b are the CPU utilization bounds of the full
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load state.

2.2.2. Virtual machine migration model. The objective functions are

Fy=miny (P +F}), (9)
=1
Fy =min» Py, (10)
1=1
Fy =miny_E; (11)
=1

The constraint conditions of migrating virtual machines are

m cpu cpu

Zj:l V] Py <G
ETZI ‘/jmenl . Pi,j < Cimem , (12)
E;VIZI ‘/jstore . Pi,j < Cistore

n
Zpi’j :17Pi,j € {0,1} . (13)
i=1
Formula (12) suggests that the sums of CPU, memory and hard disk for all virtual
machines on one server, respectively, are smaller than the capacity of the server’s
CPU, memory and hard disk, where m is the number of virtual machine migration
and n is the number of server integration. Symbols VP", V™ and VF*re are,
respectively, the need of CPU, memory and hard disk. Similarly, C;?", C™*™ and
Cstore are the corresponding capacities. From formula (13), P; ; indicates whether
the jth virtual machine is migrated to the ¢th server or not, and its value is 0 or 1,
accordingly.

2.2.3. Virtual machine migration algorithm. In order to solve the virtual ma-
chine migration model, a global optimization genetic algorithm was designed and
the algorithm included the encoding method, crossover operator, mutation opera-
tor, correction operator and local search operator.

e Encoding method: Assuming that the number of virtual machines needed to
be migrated in the data center is m, the number of servers needed to be
consolidated is n, the mapping of virtual machine and server can be expressed
by an n X m matrix

Py P2 ... Py

P271 P272 AN P27m
P = . . .

Poi Pho ... Pum

) )
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Initial matrix P is the all zero matrix. From the formula (13), there was only
one number on one column of the matrix, which was equal to 1, and the other
were all 0.

Crossover operator: First, four integers a, b, ¢, d were generated randomly:
a,c € [1,N] and b,d € [1, M] The cross method then was

Pl—(Pllv"'v ab WPy a,br cd| cd+1""7Pn1,m)
P2 = (Pll,..., a,b_l\PIiM...7Pzd|P§d+1,...,Pﬁﬁm),
P3 = (Pl o Pypa[Pap oo PealPegyns oo Pam)
P4—(P117-- be 1Py abr c,d| c,d+1""5P2 )

Crossover operator: First, random generation of a real number a € [0,1]. If
a < P,,, then jump to the following step. Choice of a column of the matrix,
and random generation of integer b € [1,N], P, ; = 1,b # 4, make i = b,
P, ; =1,P;; = 0. Repetition of the previous step from the first to the mth
column.

Correction operator: Let

m

CPUe — Z(‘/jcpu . szj) _ C?pu ,

K3

j=1

MEME® = Z(‘/jmem . Pi,j) o C«;nem ,
j=1

Store® = Z(Vstore . p. ) C%tore
j=1

if CPU® < 0&&Mem® < 0&&Store® < 0 return P’

else select a column in the matrix FP;; = 1, randomly generate integer a &
[1,N], a # i, and make P, ; = 1, P, ; = 0 satisfying the formula (12)

endif.

The last step is repeated from the first to the mth column.

Local search operator: Find the population individual P, which has the largest
Fy value, from the population after correction. Then choose a population,
where P; ; = 1, randomly generate an integer a € [1, N], a # ¢, make P, ; =
1, P; ; = 0, and generate population individual P

if Fll < Iy, go to the previous step; else return P/, endif.
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3. Results
3.1. Experiment parameter setting

The experiment simulated that the cloud data center consisted of 500 servers
of different configurations and two types of virtual machines. Among them, 200
servers were HP Proliant ML110 G4 and 300 servers were HP Proliant ML110 G5.
The energy consumption values of the two kinds of servers are shown in Table 1.
Configuration parameter of the virtual machine are given in Table 2.

Table 1. Energy consumption of two types on different servers

Server | 0% 10% | 20% | 30% | 40% | 50% | 60% | 70% | 80% | 90% | 100%
G4 86 89.4 | 92.6 96 99.5 102 106 108 112 114 117
G5 93.7 97 101 105 110 116 121 125 129 133 135

Table 2. Virtual machine parameters

Parameter VM1 VM2
Number of CPU 1 1

Frequency of CPU | 0.5GHz | 1GHz
Memory 1GB 2GB
Disk 50GB 50GB

3.2. Experiment comparison results

8.2.1. Number of over-lowload servers. In the simulation process, when the
number of requests for virtual machines increased, the number of servers in the
over-lowload increased. The experimental result showed that the migration scheme
proposed by this model could reduce the number of overloads and low loads to the
minimum and the rate of growth to the slowest, which was compared with the other
three models. The results are shown in Fig. 1.

3.2.2. Migration cost of virtual machines. Figure 2 shows the migration cost
of virtual machines under four models with variable number of virtual machine
requests. The experiment result indicates that the migration cost of ELBMLM model
increased 6.6 times when the number of requests for virtual machines was increased
10 times. However, as the maximum migration cost model—the FRAware model—
increased 7.34 times, and it showed that the proposed scheme could effectively reduce
the live migration cost of virtual machines, which the model was compared with other
three models, and it could reduce the total energy consumption of cloud data center.

3.2.3. Power consumption of cloud data center. The experiment result reflects
the power consumption condition by increasing the number of requests for virtual
machines. The total power consumption of the proposed scheme, which was com-
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pared with the other three models’, was not the lowest but the second. In order to
realize the minimum over-lowload servers’ number and the cost of virtual machines’
live migration, the power consumption of cloud data center must be influenced. The
result is depicted as Fig. 3.
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8.2.4. Average violation rate of service level agreement. Figure 4 shows the
average violation rate of service level agreement to the cloud data center under the
variable number of virtual machine requests. The experiment result showed that
four models’ average violation rate of service level agreement with the increasing
requests’ number of virtual machine, and the violation rate of this model was among
the four models’, presenting a relatively stable state and effecting well.

4. Discussion

The proposed model compared with MADLVF, MPRA, and RFAware model in
the simulation experiment not only took the cost of power consumption and live
migration into consideration but also reduced the number of over-lowload servers
and energy consumption of cloud data center to the minima.

It could be seen through the research, that the live migration of virtual machine
could effectively regulate load balancing, prevent resource aggregation and finally
reduce the energy consumption of data center. During the simulation experiment,

this paper used genetic algorithm as optimization algorithm and this algorithm could
fix ELBMLM model well.

5. Conclusion

The parameters of computation using the model proposed in the paper were com-
pared with parameters of other three models on the number of over-lowload servers:
migration cost of virtual machines, power consumption of servers and SLAV average
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percent of four aspects. The results of experiment show that the proposed model
is better than other three models both in the number of over-lowload servers and
migration cost of virtual machines, which leads to savings in energy consumption.
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A study on the construction of spatial
database and its application on
regional agricultural planning’

GAN YANGYING?, X1IAO GUANGJIANG?, Liu Xu?, Su
ZHUHUA?, ZHANG JINGE?, DU YUANYUAN?

Abstract. The structure of spatial database is introduced. Through an actual case of
agricultural planning, the spatial database is constructed by SuperMap. In the end, the application
of spatial database on regional agricultural planning are systematically analyzed. Our objective is
to provide technical support for multi-source data management and to make the work of regional
agricultural planning more scientific, efficient and multi-functional.

Key words. Regional agricultural planning, SuperMap, spatial database, 3D modeling..

1. Introduction

Regional agricultural planning plays an important role in the development of
regional economics and beneficial to the improvement of the living standard of local
farmers (Fan & Zhu [1], Liu [2]). Traditional planning methods are mostly artificial,
paper-based, unilateral and inefficient. Over the past years, a number of innovative
approaches were applied in regional agricultural planning, such as the GIS techniques
(Petrisor [3], Wu et al. [4], Liu et al. [5]), computer database (Chen et al. [6],
Liu et al. [7]) and 3D modeling techniques (Tang et al. [8], Kumar & Kushwaha
[9]). Spatial database, by the way of relational database management, can realize
the seamless connection, storage, query, management and analysis application of
spatial data and attribute data (Song et al. [10], Hu et al. [11]). Therefore, the
construction of spatial database of regional agricultural planning can realize the

IThis work was financially supported by the Guangdong Science and Technology Innovation
and Entrepreneurial Talent Service Project (No. 2015A020224013), the Soft Science project of
Guangdong Province (No. 2016A070705039), and the President fund of Guangdong Academy of
Agricultural Sciences (No. 201533).

2Institute of Agricultural Economics and Rural Development, Guangdong Academy of Agricul-
tural Sciences, Guangzhou, 510640, China

http://journal.it.cas.cz
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uniform management of data based on uniform projection coordinates on maps,
and make the comprehensive analysis on agricultural situation, spatial feasibility,
spatial layout and ecological environment much easier (Zhou et al. [12], Liu et al.
[13]), and provide multi-disciplinary, multi-level, multi-target services and decision
assistant for planning compilation, spatial layout and evaluation of implementation
management (Guan et al. [14]). In this paper, we took an agricultural park planning
as an example, elaborate in detail the process of spatial data acquisition, database
construction and its application on the platform of SuperMap. Our research may
provide technical support for multi-source data management and to make the work
of regional agricultural planning time-saving, efficient and multi-functional.

2. Overview of spatial database

A spatial database refers to the collection of geospatial data in a certain area
by the means of scanners, keyboards and other input devices and usually organized
and stored according to GIS format (Wang & Gong [15]). It is the foundation and
core of GIS spatial analysis, decision-making assisting and system development. The
integrity and accuracy of database construction has direct impacts on the realization
of GIS analyses and management functions (Peled & Gilichinsky [16]).

Spatial database of regional agricultural planning includes spatial data and at-
tribute data, which usually requires regional topographic maps, remote sensing im-
ages, economic and social statistical data, soil data, climate data, and other multi-
source data. By using the map editing and property management functions of GIS,
multi-source data can be classified and processed to realize the seamless connection
of maps and attribute data. Figure 1 shows the flow diagram of spatial database
construction. In this paper, we took "Master Plan of Rongjiang County (Guizhou
province) Modern Agricultural Demonstration Park (2010-2020)" as an example to
elaborate the process of spatial database and attribute database construction and
their application on regional agricultural planning.

3. Spatial database construction
3.1. Data acquisition and storage

8.1.1. Data acquisition. Data of spatial database usually includes spatial data
and attribute data. While spatial data are often acquired by scanning vectorization,
field measurements, aerial survey and remote sensing images etc., attribute data
are obtained through field surveys, statistics and historical data etc. In this study,
spatial and attribute data were acquired by site surveys, remote sensing images,
statistical data and historical data of Rongjiang County (Guizhou Province) modern
agricultural demonstration park.

1. Remote sensing images (RGB, resolution: 1m), December 28, 2015, JPG.

2. Park topographic map (1:1000), March 2015, AutoCAD.
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3. Land use status of Rongjiang County, Guizhou province, Y2010, paper version.

4. Land use planning map of Rongjiang County, Y2010-2020, Guizhou province
(1:10000), paper version.

5. Administrative map of Guizhou Province (1:760000), Y2013, paper version.
6. Statistical Yearbook of Rongjiang County (2010-2015).

7. Related materials on agricultural development situation of Rongjiang County,
Y2010-2015.

3.1.2. Data storage. There are two methods for non-electronic spatial data stor-
age: hand tracking digital technology (with digitizer) and scan technology (with
scanner) (Zhu et al. [17]), the former is becoming more and more popular. Gener-
ally, maps are scanned with accuracy of 200-300 DPI. The obtained image primitives
are then vectorized with GIS software. Electronic format spatial data are directly
imported to GIS platform for processing and analysis.

In this paper, the GIS spatial databases were constructed by importing digitized
maps to SuperMap Deskpro 6R platform. Remote sensing images and topographic
map (CAD format) were directly imported while land use maps, land use plan-
ning maps, administrative maps were imported in JPG format by 300DPI precision
scanning.

3.2. Data classification and coding

3.2.1. Principles of classification and coding. The principles of classification
and coding need to be established so that the spatial data and attribute data can be
recognized and fast processed by computer. Specific principles are (He et al. [18])
unicity, scalability, legibility, simplicity and integrity.
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8.2.2. Data classification methods. There are three data classification methods:
linear classification, faceted classification and mixed classification (Zhou et al. [19],
Zhang et al. [20]). In this study, mixed classification was applied according to the
characteristics of different maps.

3.2.8. Data classification and coding. Data classification and coding refers to
establishing code symbol sets and setting the length and size of codes for spatial
and attribute data. In present study, the vector and raster data were encoded,
respectively. Vector data were classified and encoded based on point, polyline and
polygon data, in which land data were classified and encoded in two levels based
on "land use classification" (GBT21010-2007) (Table 1), other data were encoded
according to the actual demand of the project based on the information nature of
the maps. Raster data were represented by specific data that representing the actual
value.

Table 1. Codes of land classes

Land class 1 Land class 2
arable land 01 | paddy field 011
irrigated land 012
dry land 013
garden land 02 | orchard 021
wood land 03 | forest land 031
bush forest land 032
grazing land 04 | natural grassland 041
residential land 07 | rural homestead 072
traffic land 10 | rural road 104
water and water facility land | 11 | river 111
pond 114
inland beach 116
ditch 117
other land 12 | agricultural facility land | 122

4. Data processing and spatial database construction
4.1. Construction of attribute database structure

The attribute data were divided into current status data and planning data ac-
cording to the planning phase of the park and stored in two packets. The current
status data packet included elevation points, the park range, remote sensing images,
DEM, land use status, elevation grade, slope classification, current roads etc. The
planning data packet included industrial evaluation, field planning, pool planning,
pumping stations planning, water monitoring points, water pipes, drains planning,
road planning and pig farms planning etc.
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For every map, an attributive structure table was established according to layer
class and purpose. For every layer, a relational attribute table was established with
the point, polyline and polygon data. Point layers, such as the elevation point layer,
need to determine the elevation data, thus the “elevation points” field was added to
default field in order to save the elevation data (Table 2). Polyline layers, such as
the road layer was added to a “class” field in order to separate the roads of different
class (Table 3). Polygon layers, such as the land use status, were added (“Code of
land class I, Name of land class I, Code of land class II, Name of land class II, Area
of land class II”), see Table 4.

Table 2. Attribute structure table of the elevation point layers

Field names Alias Field types Field length
*SmID SmID 32 bit integer 4
Elevation points | Elevation points | Single precision 4

Note:*” means the default field of SuperMap, the same below.

Table 3. Attributive structure table of the road layers

Field names Alias Field types Field length
*SmID SmID 32 bit integer 4
*SmLength SmLength Double precision 8
*SmToPoError | SmToPoError | 32 bit integer 4
Type 32 bit integer Text type 12

Table 4. Attributive structure table of the land use status layers

Field names Alias Field types Field length
*SmID SmID 32 bit integer 4
*SmArea SmArea Double precision 8
*SmPerimeter SmPerimeter Double precision 8
Code of land class I Code of land class 1 Text type 3
Name of land class I Name of land class I Text type 50
Code of land class II Code of land class II 16 bit integer 2
Name of land class II | Name of land class II | Text type 50
Area/Mu Area Single precision 4

4.2. Map editing and attribute data input

The map data were edited by the way of artificial description and automatic
vectorization. Attribute data of each layer were inputted and edited according to
its corresponding information. Take park status layer for example, the plotting
CAD base map was used for automatically capture and editing. The attribute data
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were inputted according to GBT21010-2007 with the aid of remote sensing images
for status classification and identification. The area data were calculated through
SuperMap default field "SmArea". For scanned layers like the land use status and
land use planning map, their attribute data were digitally scanned and inputted
artificially. Similarly, for other layers, their maps data were edited and attribute
data were inputted according to data features and actual research demand.

4.3. Mapping and visualization

According to different thematic needs and corresponding drawing specification,
map layers can be selected, combined and displayed through human-computer inter-
action. Various spatial analysis process and results, such as the land use planning
map (Fig. 2) and the slope classification map etc. (Fig. 3) can be displayed intuitively
in a graphical view.

-

1:11000

Land use planning

ki Paddy ficld
Dry land
I Orchard

B Forest land

Grass land

Fig. 2. Land use planning map of Rongjiang County

5. Application of spatial database

Through the combination of planning data, information and maps, the spatial
database can provide scientific planning basis and management support for regional
agricultural planning, strengthen the quantitative analysis of map data, further en-
hance the feasibility and implementation of regional agricultural planning to facil-
itate the analysis and planning of industrial layout, acquire more precise planning
data and improve planning efficiency. The application of spatial database of regional
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+

1:11000

Fig. 3. Slope classification map of Rongjiang County

agricultural planning mainly includes the following four aspects:

Firstly, spatial database is the basis of comprehensive analysis of status data,
objective and accurate evaluation of regional agricultural planning. With spatial
database, the status data such as land, soil, hydrology, climate, transportation and
location etc. are standardized and modeled, making it easy to analyze the advan-
tages vs disadvantages of status production, processing and distribution of regional
agricultural, and provide technical support for regional agricultural planning.

Secondly, with spatial database, it is convenient to analyze the favorable and un-
favorable conditions of the upper planning and related planning in the project areas,
thus to provide accurate information for spatial feasibility of planning. In addition,
regional agricultural planning is often constrained and controlled by higher territo-
rial planning, land use planning, town planning, transportation planning and other
related planning. With the help of spatial database, it is possible to collect multi-
sectoral spatial planning simultaneously and to provide some important information,
such as the planning area, for regional agricultural planning.

Thirdly, based on spatial analysis of topography, water source, roads and farm-
land water conservancy facilities, we can accurately plan the layout of industrial
land, set infrastructure layout to provide accurate data for the investment and help
to guide the construction design (Dong, et al. [21]). Spatial database is a collection
of multi-source data involved in agricultural planning, with it we can select agricul-
tural industry through the establishment of different planning models, and provide
support for objective analysis and evaluation of the implementation of agricultural
planning.

Finally, based on GIS platform, some application systems can be developed and
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make the planning process and results integrated, thus to facilitate the implemen-
tation of planning. With the addition of some other modular such as the planning
implementation modular and planning management modular, it is possible to realize
the information management of the whole process, from preparation to implemen-
tation of regional agricultural planning.
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Design and realization of pork
anti-counterfeiting and traceability 10T
system

XIAOJIN Zou!

Abstract. In order to improve the correctness of pork traceability, the IoT is applied to
construct the pork anti-counterfeiting and traceability system. Firstly, the basic theory of internet
of things is analyzed. Secondly, the pork anti-counterfeiting and traceability system is constructed.
Secondly, the main technologies of anti-counterfeiting and traceability system are discussed. The
system tags are designed, the EPC coding is confirmed, and the sensor node location algorithm is
designed.

Key words. RFID technology, EPC coding, anti-counterfeiting and traceability, pork.

1. Introduction

In recent years, the pork supplying market lacks the united management, and
the health problem is every serious, and this phenomena prevent the healthy devel-
opment of pork market badly. Pork tracking and identifying is carried out based
on label, which is corresponding to the pork needed to be identified by a certain
means, then the relating property of pork can be traced and managed timely. The
pork anti-counterfeiting and traceability can offer an good condition for checking
the healthy of pork and improve the breeding quality (Zhu et al. [1]).

In recent years, the pork safety events happen frequently, and the pork safety
is paid attention by the whole society. The pork is necessary food for the dining
table, and the safety of the pork is more and more concerned, and the pork anti-
counterfeiting and traceability system is an critical technology for eating unworried
pork by the consumer. In recent year the IoT technology has been developed quickly,
the extensive consumers can be easy to find out the information of pork. The
IoT can achieve the connection between the things and Internet based on a certain
protocol based on radio frequency identification technology, positioning system, and
infrared sensor. The functions of IoT conclude identification, location, tracking and

1Jiangxi College of Engineering, No.229, West Xianlai Avenue, Xinyu City, Jiangxi, 338029,
China zouxiaojin19700163.com
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management. The IoT can achieve the information management, and it can obtain
the information of pork safety correctly (Huang [2]).

Some researching achievements have been obtained currently, Alavi et al. [3] an-
alyzed the privacy of RFID authentication protocols that proposed in recent years,
the privacy of all the analyzed protocols has some problems and can not offer user
privacy, and two improved versions of analyzed protocols were proposed, privacy
analysis showed that the privacy of improved protocols were resistance against dif-
ferent traceability attacks. Pang et al. [4] proposed a value-centric business technol-
ogy joint design framework, and the assessed the income-centric added values, and
the developed the corresponding sensor portfolios, and the field trials and an im-
plemented prototype system showed the effectiveness of the system). Ray et al. [5]
proposed a secure object tracking protocol to ensure the visibility and traceability of
an object along the travel path to support IoT, the protocol is achieved based on ra-
dio frequency identification system, and the lightweight cryptographic primitives and
physically unclonable function were applied by the system, and results showed that
the new system is more secure. Zhang et al. [6] proposed a real-time production
performance analysis and exception diagnosis model, and the hierarchical-timed-
colored Petri net with smart tokens was applied, and the decision tree was applied
to diagnose exceptions from the critical production performance. And simulation
results showed that the new system had good performance. Kang et al. [7] proposed
a sensor-integrated radio frequency identification data repository-implementation
model using MongoDB, the data repository schema is revised to integrate and store
the heterogeneous IoT data sources, and an effective shard key to maximize query
speed and uniform data distribution over data servers, and simulation results showed
that the new system is ana efficient for IoT generated RFID/Sensor big data.

2. Basic theory of internet of things

Pork-anti-counterfeiting and traceability system is constructed based on TCP/IP
protocol, and achieves the in-formation exchange between the pork safety monitoring
platform and pork safety status, can offer the corresponding data for pork safety
management platform, and can manage the communication interface with differ-
ent protocol underground coal mine, and the IoT communication platform of pork
anti-counterfeiting and traceability is shown in Fig.1 (Li et al. [8]).

The hierarchy diagram of pork anti-counterfeiting and traceability system based
on IoT is shown in Fig. 2.

3. Construction of pork anti-counterfeiting and traceability
system

Information model in Anti-counterfeiting and traceability system is shown in
Fig. 3. Ascan beseen in Fig. 1, through information collection layer, information pre-
processing layer, information transmission layer, information intelligence processing
and storage layer, the pork information in the Anti-counterfeiting and traceability
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Fig. 1. Communication platform diagram of pork anti-counterfeiting and
traceability
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Fig. 2. Hierarchy diagram of pork anti-counterfeiting and traceability system
based on IoT

system based on IoT technology is finally stored in the back-end database of WEB
application system. The information collection layer mainly gathers information
on pig farms and slaughter houses (birth information, feeding information, medi-
cal information, vaccination information), inspection and quarantine information,
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pork production time, pork transportation information (number of goods, transport
vehicles, transport time), and sales information (Papanagiotou et al. [9]).

information
information information information intelligence application
collection | preprocessing | transmission [ processing - lp p R
layer layer layer and storage ayet

layer

Internet of Things

Fig. 3. Information model in the anti-counterfeiting and traceability system

Information preprocessing layer is mainly responsible for a series of processing
work of necessary review, integration, conversion, and protocols of the original data
before processing the data to complete the incomplete data, correct the data error,
remove the redundant data and select the required data for data integration, con-
vert the data format into the required format, remove redundant data attributes
and hence to meet alienation of data type, consistency of data format, precision of
data information standardization of data storage; Information transmission layer is
responsible for transmitting the collected information and storing in the database;
through regulation definition, Information Intelligent Processing processes repeating
Read, Read failed, false readings, data validation and other issues on the same elec-
tronic tag, and makes high-speed processing for vast amounts of information through
intelligent information processing technology in real-time, and intelligent mining,
management, control and storage of data; and the Information storage layer will
store the information collected from the physical aspects in the back-end database
after preprocessing (Ren et al. [10]).

Given the respective advantages of NFC and RFID, the system uses a combi-
nation of NFC and RFID to achieve bidirectional traceability of pork. NFC tag is
used to store pigs ID, each pig has a unique ID generated by the farm, subsequently
attached a digital signature, and saved to NFC tag, and other feeding information,
vaccination injection information, slaughter information, inspection and quarantine
information, logistics distribution and other information stored in the RFID tag en-
coded by the EPC. NFC and RFID tag information will be written and uploaded
to the back-end database system through middleware or hand-held reader. Through
NFC smartphone or NFC reader terminal, consumers can inquiry information of
pork. System architecture is shown in Fig. 4.

The traceability system mentioned in the literature is a one-way mode, while it
is difficult to determine the direction of the condemned pork for the enterprise and
total sales point once the pork has problem. The system designed in this paper
can conduct upward anti-counterfeiting and traceability for customers to trace back
to the logistics information, inspection and quarantine information, cultivation in-
formation and other information flows, in addition, downward decision-making of
statistics and traceability to trace back to the distribution point information and
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Fig. 4. Anti-counterfeiting and traceability system architecture diagram

consumer group for the enterprises and wholesale market. When problem was found
in pork, we can help governments to deal with the problem, at the same time, to
prevent the phenomenon of changing products in the supply chain. Bidirectional
traceability pattern is shown in Fig. 5.

4 4 3 3 4

ivati inspection -
cultivation ) )
management [®>| and B lslaughter Ll holesale d15}1:but10n consumers

< . house . > oin |

: quarantine market p

v vy oy oYY

——» dataflow e P traceability flow

Fig. 5. Diagram of bidirectional traceability model
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4. Key technology of anti-counterfeiting and traceability
system

NFC tag has four main types (type 1 to type 4). Type 1 is based on ISO14443A,
currently exclusively supplied by Innovision Research and Technology Company
(TopazTM), which has 96 bytes of memory, with low cost and wide application.
Type 2 is also based on ISO14443A, currently exclusively supplied by Philips (MI-
FARE UltraLight), whose memory is half of type 1 tag. type 3 is based on FeliCa,
currently exclusively supplied by Sony, with larger memory (at present 2 kilobytes)
and high transmission rate(212kB/s), suitable for more complicated application.
Type 4 is entirely compatible with ISO14443A /B, can be produced by most suppli-
ers including Philips (typical products like MIFAREDESFire), with larger memory
and reading rate between 106 kB to 424 kB per second. The anti-counterfeiting and
traceability system designed in this paper mainly adopts NFC smart phone to read
data, type 1 of NFC electronic tag, with 106KB/S transmission rate and whose
recognition distance is about 10 cm (Xiao and Gao [11]).

According to operating frequency, RFID tag is mainly divided into low frequency
RFID tag, medium-high frequency RFID tag, UHF and RFID microwave range tag.
The typical frequency of low frequency tag is 125 kHz-134.2 kHz. Typical frequency
of medium-high frequency tag is 13.56 MHz; UHF and RFID microwave range tag
is generally short for “microwave tag”, typical UHF working frequency is 860 MHz—
928 MHz, and microwave range working frequency is 2.45 GHz—5.8 GHz. Microwave
tag mainly has two categories: passive tag and active tag. The working frequency of
the microwave passive tag ranges between 902 MHz—928 MHz. Finally, the working
frequency of the microwave active tag is mainly in the 5.8 GHz—-2.45 GHz. Microwave
tag works in the far field region of the reader antenna radiation. In this paper,
RFID in the anti-counterfeiting traceability system mainly used to store cultivation
information, inspection and quarantine information, logistics information, and select
the ultra-high frequency RFID tag for RFID electronic tag.

EPC (electronic product code, the electronic product code) technology is de-
veloped by the US Auto ID, through the Internet platform, using wireless data
communication technology and RFID technology to construct a network platform
which can achieve information sharing of global items, and can realize the tracking
and back-tracking of goods information. At current, coding models applied in EPC
system mainly have 64 bits, 96 bits and 256 bits. EPC coding consists of version
number, serial number, product domain name management and product classifica-
tion. This system adopts 96 bit EPC code, as shown in Fig. 6, 8 bits are used to store
the EPC version number, 28 used to store pork brand and farm information, 24 bits
are used to store the pork classification code, 36 bits used to store pork inspection
and quarantine, logistics and distribution information, date of slaughter, wholesale
market, distribution points, and other information, and fill 0 in the back when the
actual code length is less than the length of the reserved (Gu et al. [12]).

The sensor node is defined by S = {s1, s2 -+, s, } and sensor range of different
node is defined by A;. The sensor node number of IoT at mth moment is defined
by X,,, where {X,,n =1, 2, --- } is a Markov chain. When the Markov chain enters
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the status j, the monitoring value of node s; is changed based on probability p(j|).
If
sj € nbrg, , then Z p(jli) =

s]-Enbrsi
while if
sj > nbry, , then Z p(jli) =

s anrsi

symbol nbr denoting the neighborhood.

The monitoring value of node i at tth moment is defined as Y;’ € {0, 1}, where
1 denotes that the objective value is monitored, 0 shows that the objective value
is not monitored. The whole monitoring vector of all sensor nodes in IoT before
Tth moment os defined as Y17 = {Y7, Y5 ---, Y7} the status vector is defined as
Xir = {X1, X2 ---, Xr} and the combined distribution function is defined by
Zhao et al. [13] as

T T
PXir,Yir)= H (X Xi—1) H (Y Xy) . (1)
The maximum probability d;(7) at tth moment in 4 is expressed by the formula

6u(i) = [‘max P (zfl21-15) 5§_1} ! (1= )Y (2)
Jj#nrb;
Here, P (zg |zt,1j) is the probability that the object located at the jth node moves
to the ith node and 7; is the monitoring probability of node S;.
The weight value of 0;(¢) can be calculated using information of the ith node,
which is expressed as

5i(i) = Tnli (1 — ;) (3)



288 XIAOJIN ZOU

The weight value of different sensor node in IoT can be expressed as

/1 O N
L s ay>00e(D)

The coordinates x and y of the monitored object are given by the expressions

n n
I:Zwﬂ?i, yzzwiyi- (5)
i=1 i=1

The sensor node location can be obtained using the above algorithm correctly.

(4)

5. Test of pork anti-counterfeiting and traceability IoT
system

The system test can verify the performance of the pork anti-counterfeiting and
traceability IoT system, the direct user of the system is the pork processing en-
terprises, and the indirect user of the system is consumer, the performance of the
system can decide the satisfaction degree. Therefore it is important to carry out a
test of the system. Every module of the system can cooperate, the test software and
hardware environments are listed as follows:

Hardware environment: the processor of the application server is Intel Xeon quad
core 2.83 GHz, the cache is 12 M, the internal storage is 8 GB, the hard disk capacity
is 300 G. The processor of the database server is Intel 6500 quad core 2.66 GHz, the
cache is 24 M, the internal storage is 4 GB, the hard disk capacity is 500 G. Software
environment: the operation system is Linux Redhat 5.5, and the database is Oracle
11g, the system software is CIN-SCF platform. The logic modules of the pork anti-
counterfeiting and traceability IoT system are tested, and the corresponding testing
results are listed in Table 1.

Table 1. Testing results of logic modules of system

Logic module Number of testing samples | Testing result
Cultivation management 103 100 % pass
Inspection and quarantine 46 100 % pass
Slaughterhouse 15 100 % pass
Wholesale market 75 100 % pass
Distribution point 55 100 % pass
Consumers 42 100 % pass

As can be seen from Table 1, all logic modules of the pork anti-counterfeiting
and traceability IoT system passed the test, and the performance of the system can
satisfy the business requirement.
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6. Conclusion

Combining RFID technology and NFC technology, the Pork Anti-counterfeiting
and Traceability System based on Internet of Things technology proposed in this
paper realizes bidirectional traceability pattern of upward anti-counterfeiting and
traceability and downward decision-making of traceability from the cultivation, in-
spection and quarantine, slaughter, wholesale, distribution and other supply chains,
which have a certain value in implementing traceability of meat and vegetables.
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The reliability model of cloud service
system with recovery mechanism'

DAN Liu?, XiNn Sur®?, HuaAN WANG?, XU Dr1?, L1 L1**

Abstract. A variety of failure issues of CSS (cloud service system) is analyzed, and then
proposed the FRRM reliability mode based on the failure nodes. In the model, the faults of CSS’s
soft /hardware and LAN communication are all discussed. Moreover, in order to reflect the influence
of time on system reliability, the paper introduces time influence factor. For effective verification
of FRRM reliability model, the paper makes a comparison experiment with the classical NHPP
reliability model. The simulation results show that the FRRM reliability model is effective. It can
make the reliability of cloud service system optimized.

Key words. Cloud service system, reliability model, modeling, faults.

1. Introduction

How to improve the reliability of cloud service system (CSS) had attracted the
attention of many scholars both at home and abroad. Scholar He Li proposed a
cloud service reliability measurement model which was based on checkpoint rollback
strategy. The cloud service reliability model was established with the checkpoint
rollback strategy over the changed system service reliability problems which were
caused by failure nodes in CSS’s virtual machine tasks. The theoretical deduction
proved that the service reliability could be optimized when the test point setting
time was increased by a certain index, but the failure of the calculation node was
considered only in the study. Scholar Yadan Zhang proposed a hidden Markov
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model based on simulated annealing algorithm in the problem of faults detection.
By solving the initial parameter of hidden Markov model, the detection accuracy
was improved. Most scholars paid more attention to the faults of a single reason
in the existing research. However, the existing reliability model could hardly solve
the problem because of the failure of CSS’s heterogeneity was diversified. From
the viewpoint of system failures, the paper analyzes the failure types of CSS, and
considers the influence of time on the system reliability. Finally, the reliability model
called FRRM [1-4] was proposed.

2. Problem formulation
2.1. The architecture of CSS

CSS can provide services to the users because of the effective management, allo-
cation and scheduling of virtual resources. The operation process is as follows: when
cloud computing management platform (CCMP) receives users’ service request, the
task can be divided into multiple child-tasks, in order to improve the efficiency of
the work. Then, according to the resource requirements of child-tasks, scheduling
of some executive order or LAN-communication child-tasks which is based on each
resource node can start. After that, task results commit into CCMP and are inte-
grated, and the final result redrawn to the users. During the execution of child-tasks,
CCMP nodes or LAN all may exhibit failure, which deteriorates the quality of the
CCMP service [5-6]. So the paper established the reliability of the system services
model based on the analysis of node failure.

2.2. The analysis of CSS node failure

In the actual cloud computing environment, due to the software, hardware and
other reasons, the failure problem in the implementation process of the cloud service
system is inevitable. Therefore, it is necessary to analyze the failure mechanism of
the nodes according to the behavior characteristics of the nodes. The paper discusses
the reliability of CSS from the perspective of resource allocation. Node failures may
be caused by software or physical breakdown (including hardware or LAN fault),
and they can be separated into recoverable failures and no-recoverable failures [7-9].

3. The proposed model

According to the definition of reliability in reliability engineering theory, cloud
services platform can be defined as: CSS had the ability within the specified time to
provide services to users in a given condition. CSS provides users with computing,
storage, applications and other services in the form of service. All these services
should be completed in the shortest possible time, and redraw the final result to the
users. Based on the above situation, the paper makes the following assumptions:
in the cloud service system, the virtual machine manager who is responsible for the
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task distribution is reliable, and the resource nodes are independent of each other.
The child-tasks are independent of each other. All kinds of faults are independent
during each child-tasks’ implementation processes. It can be considered as a discrete
probability distribution during the failure and recovery processes of each resource
nodes and LAN.

3.1. The reliability model of CSS

8.1.1. Brief introduction of modeling method. In essence, cloud computing is a
fusion of distributed processing, parallel computing and virtualization technology. It
is a new computing model of information system development and evolution, it has a
significant scalability, flexible and easy to configure. In CSS, unavailable computing
resources, software failure, link failure, etc. are likely to hinder the completion of the
task and the reliability of cloud model. Therefore, as a focal point of node failure,
the paper proposes an abstract description of the reliability of the service system
and pushes out a reliability system model. In the process, the reliability of cloud
computing service system can be expressed as

R(t) =1~ F(1), 1)

where R(t) stands for the CSS reliability function and F'(t) denotes its distribution
function.

3.1.2. The establishment of reliability model. CSS divides the task @) submitted
by user into a number of m child-tasks, and names the set of child-tasks as Q =
q1, 92, 43, ---» Gm- Then, m child-tasks are assigned to the [ resource nodes; there is
an inevitable redundancy allocation in the allocation process. And the handle time
representing the allocation time of kth child-task to node ¢ can be denoted as 7; .

Wi
ik = o5 2
Tik = g (2)

where W; stands for ith child-task workload and Sy is the computing speed of the
kth node.

Due to CSS usually adopts the fault-tolerant technique. Therefore, in addition to
the execution time T'E; j, and total failure recovery time T'R; j, the total LAN com-
munication time 7'S; , may also be added, and this is the actual total execution time
T of child-task. In interval (0,77 it is assumed that the total number of recoveries
of kth node N is a random variable, such that N, = n > 1. In the course of ith
child-task execution, two node failure cases happen: one is a recoverable failure, and
the other is a non-recoverable failure. So, the the total time T of the ith child-task
execution on node k can be written as

o Tik —I—TSi’k N, =0
r={ TE, , +TR;, +TS; s Np>0"~ (3)

From the hypothesis from the last section, the failures of soft /hardware and LAN
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communication obey certain Poisson distribution. And during the execution of the
process, the failure distribution parameters are constant. In many kinds of failures,
only the hardware failure is recoverable. Therefore, in the time interval (0—T] there
holds

n+1
TE;, =Y TEY). (4)
1
and
n+1 )
TR =Y TRY). (5)

where TEZ%) stands for the jth execution time of the ith child-task at the kth node,
j€l,n+1], and TRZ(j,z denotes the jth failure recovery time.
It can be assumed that TE (jk) is independent and identically distributed random

T,
variable, and the parameter of the exponential distribution is A\g. The value of TRZ%
is also independent and identically distributed random variable, and the parameter
of the exponential distribution of u, which is called recovery rate. Finally, TSZ.(’Jk)
is also independent and identically distributed random variable, and the parameter
of the corresponding exponential distribution is v,. In order to describe the failure
recovery capability, the random variable X ,ij ) is defined, which is used to express
whether the node k is recoverable or not. If the kth node becomes non-recoverable, it
is expressed by X ,Ej ). Then, the child-task distributed at the failure node is stopped.

So, when g > j, then TEg,gk) = 0 and TRI(.?k) = 0. When the node k£ becomes

recoverable, it is expressed by X ,gj ) =0.

In CSS, the failure recovery has a certain probability. So it should be divided into
different situations to discuss. It should be also considered the influence of reliability
time when discussing the system reliability model. Therefore, the paper introduces
the time influence factor §(=7:*) where § € (0, 1).

All the faults belong to non-recoverable failures except for hardware failures. In
interval (0 — 77, it is assumed that the ith child-task is executed at the kth node
and follows the exponential distribution of the parameter Ax. Then, the probability
of software failure is

F, = §E—Tik) o= ATk (6)

Likewise, the probability of LAN failures of system communication is
F.= 5(t*7'i,k)e*)\l/k‘ri,k ) (7)

Then, it is analyzed the probability of hardware failure denoted as F}. Because
of certain recoveries of the hardware failure, not only the probability of non-failure
node should be considered but also the probability of failure at the recovered node.
So, F, = Fi¢ + F.

Here, Fi; represents the failure of node, and the exponential distribution of the
parameter was py, so that Fif = e Px7ik Symbol Fy. stands for the failure at the
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recovery node, so that Fy = Ff(rl) —I—Ff?) —|—Ff(r3) +.. .+F (n) . Generally, F; (r ") represents
the recoverable failure to ith execution of the child—task on kth node and the number

of this failure is n. So, it can be written as

Y = Pl TEY) <7ip, S TES +TEL > 70, S X7 =0}, (8)
j=1 j=1 j=1

As the times TEi(Jg, (j = 1,2,...n) are independent of each other, it can be
taken as the Erlang distribution of random variables which follows parameters n, py,.
According to this, Z?Zl TEl(Jk) and T Ei(j,ljl) are independent of each other. So, the
joint density can be written as

P2 (pp)" 1
f(n) e PRETPRY TG T2 0,y>0 (9)
o 0 elsewhere ’

= §t=Tix) Z F e PrTik — §E=Tik) o(@k—1)pkTik (10)

Therefore, in interval (0, T}, the probability F of total failure of the ith child-task
at the kth node is:

F=FFF = §3E=Ti k) o= AkTi k= Ak Ti ke (@k —1)prTi K (11)

The above paragraph just discussed the failure probability of ith task at kth node.
In the actual system, on must consider the running mode of parallel execution of
multi-tasks and multi-nodes. In the process of distribution and execution, not only
redundant allocation should be considered, but also the influence of time on the
system reliability. Therefore, the reliability R of CSS should be written as

m l
H H 63 t Tik ef)\k‘l'i)k,7>\l/kT11,k+(xk71)ka7‘J€)] . (12)
1=1 k=1

4. Results

In order to verify the validity of the FRRM model, the paper designes the sim-
ulation experiment for it. The authors research the impact of node failure recovery
mechanism on the reliability of CSS. In the same experimental conditions, FRRM
is compared with the model of non-homogeneous Poisson process (NHPP).

The initial conditions: in the simulation experiment, the task number is set
0~100, and the allocation of resource nodes for CSS is 0 ~ 200. The value of
Ak € [0.001, 0.004], py € [0.001, 0.003], v € [0.002, 0.003]. All the initial conditions
of the experiment followed these conditions.
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4.1. The influence of node failure recovery rate on reliability

In the simulation experiment, it can be obviously seen that the probability of
successful execution of the FRRM model is higher than that of the NHPP model
under the same failure recovery rate. When the failure recovery rate approaches 0,
it indicates that the failure recovery mechanism has no effect, and the successful
execution probability is low; when the failure recovery rate increases, the probabili-
ties of successful executions of both models also increase. When the failure recovery
rate approaches 1, both probabilities of successful executions of the two model reach
the maximum values. The process shows that the failure recovery mechanism plays
an important role as the probabilities of successful executions of both models do
not reach 100%. It describes that two failures of software and LAN belonging to
no-recoverable faults play a role, as shown in Fig. 1.
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Fig. 1. Relationship between recovery probability and probability of successful
execution

4.2. Impact of number of tasks requested by user to system
reliability

Through simulation results, with the increase of the number of tasks requested
by the user, the successful execution probability is reduced. In the process of exper-
iment, when the number of requests increased from 10 to 50, the system reliability
of both the FRRM model and NHPP model decreased, and the downward trend
was relatively slow. But when the number of requests increased from 50 to 100, the
system reliability of the two models significantly decreased. The successful execution
probability of the FRRM model was reduced by nearly 8 % and that of the NHPP
model was reduced by 25 %. In contrast, the probability of successful execution of
the FRRM model is higher than that of the NHPP model, and this shows that the
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FRRM model performs better, as is shown in Fig. 2.
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Fig. 2. Relationship between number of requested tasks and probability of
successful execution

4.3. Impact of number of CSS resources on system reliabil-
ity

Through simulation results, the probability of successful execution was also in-
creased with the increase of the number of system resources. In the process of
simulation experiment, the reliability of the cloud service system under the two
models was both improved under the increasing number of available resource nodes.
In contrast, the probability of successful execution of the FRRM model was higher
than that of the NHPP model. Especially when the number of resources was be-
tween from 0 to 80, the probability of successful execution increased by nearly 21 %,
as is shown in Fig. 3.

4.4. Verification of time influence factor on system relia-
bility

In the FRRM model, the time influence factor §(*~7i*) was added. The experi-
ment compared the reliability model before and after adding the attenuation factor
in the simulation experiment, as shown in Fig. 4.

5. Discussion

During the simulation experiment, NHPP was chosen to compare with the FRRM
model. As the modeling object of NHPP was similar to the research object described
in the, they were both targeted by modeling with “discrete event”. The experiment
results showed that FRRM model could effectively improve the software reliability
of CSS and had an advantage over the others. But in the experiment, it was found
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Fig. 4. Influence of time influence factor on system reliability

that the convergence of the algorithm was not very well. The optimization algorithm
will be researched in further periods of work in the field.

6. Conclusion

The paper mainly researched the reliability of CSS and established the reliability
model by analyzing the failure mechanism of CSS. In the process of model building,
the relationship between the operation time and system reliability was also con-
sidered. In order to verify the validity of the model, a simulation experiment was
carried out. In the experiment, the proposed model proved to improve the reliability
of CSS.
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Corrosion inhibitors for steel oilfield
equipment'

DINAR D. FAZULLIN?, GENNADY V. MAVRIN?

Abstract. The rate of corrosion and protection of steel are determined as a test environ-
ment using the model which produces water with the addition of inhibitors or corrosion inhibitors
(CaCly-6H20, MgClz-6H20, NaCl, CaSO4-2H20). The proposed steel protection "Steel 20" was
77.8% in comparison to the same conditions conducted for tests of commercially available corro-
sion inhibitors. The protective properties of the proposed corrosion inhibitor are not inferior with
respect to the currently used inhibitors.

Key words. Petroleum recovery, concentrate, corrosion inhibitor, “Steel 20”, corrosion rate,
hydrogen sulfide.

1. Introduction

Most of the oil and gas fields are characterized by a high water content, which
greatly complicates the process of production, collection and treatment processes as-
sociated with the formation of stable emulsions of oil, deposits of inorganic salts and
corrosive destruction of equipment and pipelines [1]. Destruction of oilfield equip-
ment is determined by the physicochemical properties of water and hydrocarbon
components of the system, their composition, quantity ratio, presence of dissolved
gasses (hydrogen sulfide, carbon dioxide, oxygen, etc.). At higher flow velocities,
ensuring intensive mixing phase emulsion system, it is formed by an oil-in-water
or water in oil while defending their separation into two immiscible phases. In all
cases, the corrosive environment is water. The most common problem for the oil
industry today are carbon dioxide corrosion, hydrogen sulfide corrosion, hydrogen
embrittlement, etc. The experience of corrosion indicates that the safe operation
of process equipment can be achieved through the use of inhibitors. At the same
time, compared to other methods of corrosion protection technology for inhibiting
aggressive media they are relatively simple and do not require the use of significant

IThe work is performed according to the Russian Government Program of Competitive Growth
of Kazan Federal University.
2Kazan Federal University, Naberezhnye Chelny, Prospect Mira, 68/19, Russia, 420015
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logistical costs [2]. Corrosion inhibitors are classified to organic (95%) and inor-
ganic (5%). Organic corrosion inhibitors—surfactants—can be classified as artifi-
cial and natural. Artificial surfactants are corrosion inhibitors obtained in chemical
and petrochemical plants by methods of oxidation, suffocation, nitration, alkylation,
etc. Corrosion inhibition has complex mechanism and depends on the formation of
mono- or multidimensional protective layers on the metal surface. The protective
nature of the surface layer depends on many factors: interaction between inhibitors
and substrate, incorporation of the inhibitor in the surface layer, chemical reactions,
electrode potentials, concentration of the inhibitor, temperature and properties of
the corresponding surface, etc. The corrosion inhibitors as surfactants can be di-
vided into two groups: the water-oil-soluble (WOS) surfactants and oil-soluble (OS)
surfactants. Also, according to the mechanism of action of WOS and OS in nonpolar
(hydrocarbon media) they are divided into corrosion inhibitors chemisorptions type
donors, electron acceptors, corrosion inhibitors adsorption and dewatering agents.
To protect steel pipes from corrosion in oil production, various types of surfactants
[3-10] currently used are such IR as "Affinor," "SNPCH-1004." These reagents have
proved decisive; however, the problem is the reagents’ high expense. That is why
there raises the question of development of new chemicals that exhibit not inferior
protective qualities of new IR corrosion inhibitors and their costs are lower. In this
regard, the aim of this work is to reduce the human-made hazards in the oilfield
equipment, through the use of waste coolant concentrate obtained by membrane
separation as a corrosion inhibitor.

2. Methods

The concentration of oil, grease and nonionic surfactant was determined by corro-
sion inhibitor spectrometry using “Kontsentratomer KN-3”. The water content and
solids was determined gravimetrically. The PH value (pH) of concentrate was deter-
mined by the potentiometric method. The density of the inhibitor was found using a
technique based on GOST 3900 "Oil and oil products methods for determination of
density”. The essence of the method consisting in immersing the hydrometer in the
tested liquid is to consider the effects of the hydrometer scale on the temperature
determination and based on the results of the density at 20 °C. The concentrate sol-
ubility was determined in the following manner. Tests to determine the solubility,
dispensability are performed in a transparent glass container with a stopper chem-
ical at room temperature. They are prepared in the test inhibitor mixture solvent
of various concentrations (0 to 50 %). For this purpose, the mixture is shacked and
stirred vigorously to be dissolved or formed as emulsion structure. Both indicators
are evaluated visually against a sheet of white paper in transmitted light periodi-
cally for a time interval of 1 hour to 7 days. Determination of the rate of corrosion
and protection of metal with the use of waste coolant concentrate were performed
according to GOST 9.506-87 “Inhibitors of metal corrosion in aqueous environments
of oil” by gravimetric method. The method consists in determining the weight loss
of metallic specimens during their stay in the inhibited and uninhibited test environ-
ments, followed by evaluation of the protective ability of the inhibitor to change the
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rate of corrosion. The aggressive environment conditions as produced in water-oil
fields should be considered. As the metal samples we used metal plates of rectan-
gular shape of dimensions of 70x35x0.5 mm which are made of "Steel 20" used for
pipelines to pump oil. To activate the surface of the samples before the test, the
plates were immersed for 1 minute in a 15% solution of hydrochloric acid (HCl),
then washed thoroughly with running water and distilled water and dried with filter
paper. Just before the samples are weighed on analytical scales with an accuracy
test of 0.0001, the samples were hung on the suspension and placed in a glass beaker
with the test environment. The solutions were stirred by magnetic stirrers to create
dynamic conditions. As used test medium, inhibited and uninhibited water reservoir
model prepared according to the composition described in GOST 9.506-97 was used
of volume of 130 cm?. Such an inhibitor of corrosion was added to the emulsion con-
centrate of the spent coolant, and the corrosion tests were carried out for 24 hours
to determine the mass loss of samples purified from surface corrosion products as
gasoline, alcohol, and soft elastic corrosion, washed thoroughly with tap water and
distilled water, dried with filter paper and weighed on a mathematical scales with
an accuracy of 0.0001 g.

3. Results and discussion

Used coolant constitutes 3-10 % soluble, that involves industrial oils, as an idol,
sodium nitrite, ethylene glycol, and other materials. In the machine construction
companies, they use a coolant with the short life service which can be employed
for a several month. After cleaning by using membrane methods [11-14], the waste
coolant are used as a corrosion inhibitor. Their composition is presented in Table 1
for the second usage.

Table 1. Component composition of the waste coolant concentrate

No. Ingredients Content (%) (P = 0.95, n = 2)
1 Humidity 4.56
2 The organic part (oil and non- | 94.7
ionic surfactant. . .)
3 Contamination 0.74
Total 100

Currently used corrosion inhibitors are composed mainly of nonionic surfactant-
quaternary ammonium; phosphites and phosphates; alkyl- and acryl zinc and other
metals, nitrate oil, oxidized petrolatum, complete and incomplete (acid) esters oxy-
propylation and oxy-methylation products. For comparison, the main properties of
the spent coolant concentrate with commercially available corrosion inhibitors that
are studied are the following physicochemical properties: pH, density, and solubility.
The results of studies of physical and chemical properties compared with the most
commonly used in the oil industry corrosion inhibitors are listed in Table 2.
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Table 2. Physico-chemical properties of corrosion inhibitors

Corrosion inhibitor Index
pH Density (g/cm?) Solubility

Concentrate spent | 6.940.1 0.94040.047 Emulsifies in water

coolant

“SHNPH” 6-9 0.88040.044 Soluble in water,
alcohols

“TNHC-7” 6-9 0.89040.045 Soluble in water,
alcohols

“NAPOR-1007” 6-9 0.89040.045 Soluble in aromatic
hydrocarbons, al-
cohols

Results showed that the investigated indicators concentrate waste emulsion coolant
characteristics are close to the corrosion inhibitor properties of the brand “NAPOR-
1007”.

Consequently, because of the similarity of physical and chemical properties, it
was used as infrared and conducted tests on corrosion protective properties. Table
3 presents the model of produced water with a corrosion inhibitor and without
inhibitor (CaCly - 6H2O; MgCl, - 6H2O; NaCl, CaSO, - 6Hy0), prepared according
to GOST 9.506-87, see Table 3.

Table 3. Properties of the model of water formation

Specific I Content (mg/dm3
pH p (g/cm?) C(I;)nductivit 3 (ms/ )
Yy | (mol/dm?)
(mS/cm) Fegotal O2 HaS
6.0+0.1 1.12 194419 3.51 0.7+0.1 6.24+0.9 305+61

Indicators for the model with the produced water show the weakly acidic medium,
which may be the result of the high content of hydrogen sulfide and sulfides. These
conditions are sufficient to identify the corrosion properties of the medium, which
has been investigated in our tests. According to the literature [14], the effectiveness
of corrosion inhibitors can increase the input of the latter hydrophobic reagent. This
condition results in reducing the hydrophobic character in polypropylene with the
content range of 1 to 30 %. For application according to [15] it can be used in oil
pipes under the earth as inhibitor of polyethylene corrosion. The comprehensive
study shows that using these material is useful for protection of pipes. In other
words, by calculation of total strain energy as well as the thermoelastic energy of
material before any fracture or corrosion grows in the advanced materials, these
inhibitors of polyethylene corrosion can prevent it from damage [16-18]. The results
indicate that the optimal condition for the coolant are 9 pH and 10 % polypropylene
glycol (PPG). With these conditions the test results show that the protection level
for the steel 20 is about 78 %. We conducted comparative laboratory corrosion tests
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with corrosion inhibitor brands “SHNPH” and “TNHS-7” which are applied in oil
gathering pipeline system, see Table 4.

Table 4. Results of laboratory corrosion tests of corrosion inhibitors

Corrosion inhibitor brand Corrosion The mean corrosion ratio | Protection
inhibitor (mm/year) degree (%)
dosage

“TNHS-7" 0.0383 72.0
3.8

“SHNPH” 0.0209 84.7

Concentrate spent coolant 0.0304 77.8

4. Conclusion

Due to hazards and environmental problems in the oilfield equipment, we devel-
oped an approach using the waste coolant which creates membrane separation as
a corrosion inhibitor. The high degree of protection observed in the corrosion in-
hibitor brands “SHNPH” and modified concentrate coolant on the level of protection
were only slightly inferior with respect to the present corrosion inhibitors. Results
showed that the worst performance of corrosion and protection degree of the steel for
the corrosion inhibitor “TNHS-7” brand occurs at a dose of 3.8 g/dm?. The results
demonstrated the effectiveness of corrosion inhibitors for steel oilfield equipment.
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Sorption properties of carbon waste
pyrolysis product for biological
wastewater treatment

ILNAR A. NASYROV!, STANISLAV V. DVORYAK?,
ILDAR G. SHAIKHIEV?

Abstract. Influence of pH, temperature and time of contact for adsorption of heavy metals
are studied. Experiments on model solutions of heavy metals ions at 20 °C against constant pH
value are provided. From the obtained data, isotherms of sorption are constructed and sorption
size is calculated. Dependence of sorption extent of heavy-metal ions on volume of the past model
solution is studied. Also, the influence of temperature and time on the sorption of heavy-metal ions
is investigated. It is found that the adsorption time is 15 minutes for copper ions and 10 minutes
for the iron and chromium ions. When the temperature rises to 60 °C, the time of sorption of
heavy-metal ions is reduced insignificantly (on 5-10 min). According to the obtained results, the
maximum degree of adsorption on iron ions (III) was 95.9%. After passing through the sorbent
model solution obtained in 4 dm3 volume, the degree of adsorption decreased to 50.9 %.

Key words. Silt rainfall, pyrolysis, sorbent, waste, heavy-metal ions.

1. Introduction

Urban agglomeration with domestic and industrial human activities generate
liquid waste in the form of wastewater that is taken off into the sewer. Purifica-
tion of domestic and industrial wastewater is an urgent problem for urban areas.
Sewage treatment plants come on, performing cleaning stages. Steps of wastewater
treatment are traditional and include the following main operations [1]: mechanical
wastewater treatment in primary sedimentation tanks, biological treatment in aer-
ation tanks, cleaning of suspended solids of activated sludge in secondary sedimen-
tation tanks, advanced treatment of water, and disinfection. During the passage of
wastewater through the purification steps in treatment plants, there is formed sludge
sediment in the majority, not amenable to any processing except dewatering sludge

1Federal University, Naberezhnye Chelny, Prospect Mira 68/19, Russia, 423810
2Lomonosov Moscow State University, Moscow, Leninskiye Gory, GSP-1, Russia, 119899
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on fields in vivo [2]. This process takes a long term and large areas under sludge.
Also, storage of silt rainfall leads to the spread of negative gas background and does
not preclude the pollution of soil, surface water and groundwater, vegetation by
toxic components that are part of rainfall. Russian Federation annually produces
more than 2 million tons of sewage sludge regarding dry matter [3]. Large amounts
of sediment, multicomponent, and the presence of their composition in heavy metal
compounds, along with other pollutants, as well as the lack of appropriate recy-
cling technologies lead to their accumulation and, consequently, the rejection of land
for storage. Existing methods for recovery and recycling of deposits of biological
wastewater suggested in the past as a source for producing activated carbon 4-6,
complex sorption materials intended to remove heavy-metal ions, bioremediation of
oil-contaminated soil, and use of sewage sludge as fertilizer. Application of sewage
sludge to produce activated carbon was advantageous due to the high carbon con-
tent in the dry matter of sludge and low mass loss during the carbonization. During
pyrolysis, a solid residue - Pyro Carbon is produced or its mineral compositions.
Research has shown that the pyrolysis product is an available sorption material, the
cost of which is much lower than that of industrial sorbents. The most expedient
use of the resulting material as a sorbent is at a local emergency spills of oil and oil
products, as well as for deep purification of sewage, and biological treatment of the
past. Organic and mineral composition can be used for remediation and detoxifica-
tion of waste sludge and canned cards. Introduction of them to the sludge storage
area will contribute to the structuring of processes and humification of the emerging
soils. The pyrolysis of sewage sludge with precipitation fields at 775-825°C allows
obtaining activated carbon with a high specific surface area and microporosity. Note
that during the carbonization of dry matter of sewage sludge, the maximum amount
of volatile compounds is distilled at 265-330°C, and the carbonized precipitate is
formed, when temperature without air access reaches 420-655 °C. Recycling sludge
in this way allows getting rid of the sludge pit and improving the quality of wastew-
ater.

2. Experimental part

To determine the optimum pH range in a series of conical flasks, 1 g of sorbent,
and 250ml of model solution corresponding heavy metal ion at a concentration
of 1-50mg/dm? were taken, (the pH factor being adjusted from 2 to 12), capped
and mixed in a shaker for 2 hours under thermostatic control (204+0.1°C). Next,
the filtrate was separated from the sorbent and we determined the initial and final
concentration of heavy metals ions by atomic absorption spectroscopy with a spec-
trometer marks "QUANT-Z". Sorption time varied between 10 and 120 minutes.
The concentration of heavy metal ions was 1-50 mg/dm®. When studying the ef-
fect of temperature on the degree of extraction, it ranged from 20 to 60 °C. At the
end of each experiment, the degree of sorption was calculated. The data obtained
were used to construct graphs "the degree of sorption - time" that make possible
to determine the optimal time needed to achieve the maximum degree of sorption.
To obtain sorption isotherms in series conical flasks, we used 1g of sludge pyrolysis
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product, added 250 ml of a solution containing heavy metal ions with concentrations
in the range 1 to 2000 mg/dm3, capped and stirred in a shaker. It was found that at
this ratio and weight linkage metal concentration in the solution, there was reached
equilibrium 15 minutes after the start of the experiment [7]. The solution was then
separated from the sorbent and its concentration was determined in the investigated
metal.

3. Results and discussion

In this paper, we studied the particle size, structure and elemental composition of
activated carbon sorbent, see Fig. 1. Then we investigate the sorption properties of
carbon sorbent in static conditions. The study results indicate that the sorbent has
a porous structure with a grain size of 200-500 microns, preferably rectangular. The
porous structure allows predicting the sorption properties of carbon sorbent obtained
by pyrolysis of the sludge. The results of the study of the elemental composition of
the resulting carbon sorbent are shown in Table 1.

Fig. 1. Activated carbon sorbent received as a result pyrolysis of silt rainfall

The high content of organic compounds in the dry matter of the silt rainfall leads
to the total content of carbon and oxygen higher than 86 % of the elemental composi-
tion of the analyzed sorption material. The mineral part of carbon sorbent accounts
for less than 14 % of the elemental composition. A laser particle size analyzer brand
"Microsizer 201C" defined particle size distribution. According to a granulometric
analysis of sorbent it consists of 34.1 % of particles with sizes ranging from 200 to 300
microns, 59.8 % of particles with sizes from 300 to 600 microns and 3.1 % of particles
with sizes from 10 to 200 microns. Later we determined sorption characteristics of
the resulting product of the pyrolysis of silt rainfall. Figure 2 depicts the percentage
of heavy metals including Fe (III), Cu (II) and Cr (VI) in various concentration.

Table 1. Elemental composition of carbon sorbent

**% March 8, 2017 HF**
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Element C O Ca Fe Si P Al K Na Mg S
Mass 59.18 | 26.87 | 4.02 | 2.83 | 2.44 | 1.78 | 1.27 | 0.48 | 0.18 | 0.53 | 0.42
fraction
(%)
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Fig. 2. Adsorption isotherms of iron ion, copper and chromium on obtained
sorbent

Based on the values of calculated sorption value (a, (mg/g)) according to the

formula [7]
oz QALY (1)

Mme

where V is the solution volume (cm?® and m, is the sorbent mass (g), we can draw
the dependencies of the adsorption on the equilibrium concentration. Experiments
were carried out on the model solutions at 20 °C with the constant value of pH. Data
for the analysis of the isotherms in Fig. 2 give grounds to assert that the saturation
point of the projection on the y-axis indicates the magnitude of the sorption capacity
of carbon sorbent on heavy metal ions [8]. It was determined that the maximum
adsorption capacity for Cuj ions is 84mg/g, for Fej ions it is 59mg/g, and for
Cr;{ ions it is 93 mg/g. For comparison, Table 2 shows the adsorption capacity of
activated carbon (BAU-A) and activated carbon fiber before treatment (AYV) and
after treatment with nitric and sulfuric acids (OAY V-sulfuric and OAY V-nitric) [9].

Table 2. Sorption characteristics of carbon adsorbents
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Adsorbent Conductivity adsorption (mg/g)
CrgO%f Fe3+ Cu?t
BAU-A 28.0 3.3
AYV 36.0 12.2
OAY V-sulfuric | 37.2 13.5 12.7
OAY V-nitric 42.0 10.2 16.6

According to the classification [10], the obtained isotherm belong to class L (Lang-
muir isotherms), L-2 type. This type of isotherms (L) is characterized by the inde-
pendence of the heat of adsorption on the surface coverage and the lack of competi-
tion from the solvent. With the increase in the employment share of adsorption sites,
adsorptive molecules can with more difficulty find a vacant place, especially if they
are prone to the formation of large associates to increase their concentration in the
solution due to the intermolecular interaction. -2 type isotherm characteristic at a
certain concentration reaches the saturation adsorption of the adsorptive. Table 3
shows the Langmuir equation constants (K7p,) for the adsorption of iron ions, copper,
and chromium on pyrolysis of the silt rainfall product.

Table 3. Parameters of Langmuir equation for sorption of heavy metal ions on sorption material

heavy metal | am (mg/g) Ky, -1073
ions

Fe3t 58.6 1.39
Cu?t 83.8 1.90
Cré+ 93.0 2.62

To select the optimal conditions for the sorption, we carried out studies of the
sorption characteristics of carbon sorbent in the static mode, determined by the
effect of pH, temperature, and time on the processes of sorption by ions heavy metal.
Figure 3 illustrates the effects of pH percentage on absorption of heavy metals.

The degree of adsorption (R (%)) was calculated by the formula

e

R o

-100, (2)

where Cj is the initial concentration, (mg/dm?3) and C; is the concentration of heavy
metal ions (mg/dm?) after sorption.

Based on the results of the experiment we plotted graphs R = f(pH) and deter-
mined the region of optimal acidity values in them, in which the adsorption of heavy
metal ions is maximized. The value R for every such point was taken as the average
of three independent parallel experiments. The results showed the greatest degree
of sorption of heavy metal ions observed for pH ranging from 6 to 12. Increasing the
effectiveness of purifying at pH>8 indicates the precipitation of metal hydroxides
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Fig. 3. Effect of pH on sorption of heavy-metal ions

and the flow of reagent purification. In the adsorption process it is influenced by
factors such as time and temperature. The graphic dependence of the degree of
sorption of heavy metal ions on the phase contact time at various temperatures in
a neutral medium is shown in Fig. 4.

Studies of the kinetics of adsorption of heavy metal ions indicate that coal sorbent
obtained by pyrolysis of the silt rainfall is characterized by a relatively high speed of
the process. By evaluating the absorption time of ions by high ratios at initial times,
it is found that the adsorption time is 15 minutes for copper ions and 10 minutes
for the iron and chromium ions. When the temperature rises to 60°C during the
sorption of heavy metal ions, this time is reduced insignificantly (to 5-10 minutes).
Increased temperature also results in a slight increase in the degree of adsorption
(not more than 5%). In an acid medium (pH < 3) we get similar results, but with
a lower extent of sorption (R(Cr®t) = 82%; R(Cu**) = 77%; R(Fe*T) = 86 %).
Subsequently, experiments were conducted to study the carbon sorbent sorption
parameters on iron ions in dynamic conditions. For this purpose, to a series of glass
columns of height 150 mm and diameter 10 mm there was placed 1.5 g of the reagent
and model solution proceeded with a concentration of iron ion (III) 5mg/dm3.

4. Conclusion

According to the obtained results, the maximum degree of adsorption on iron
ions (III) was 95.9 %. After passing through the sorbent model solution obtained in
4dm? volume, the degree of adsorption decreased to 50.9 %. Therefore, it is shown
that the method of recycling of deposits of biological sewage treatment by pyrolysis
provides a comprehensive sorption material. Studies of the structure and sorption
properties showed the possibility of using silt rainfall pyrolysis product as a sorption
material for the removal of heavy metal ions from aqueous media.
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Design and analysis of
electromagnetic-hydraulic composite
brake based on electromagnetic
importing method'

Liu XUt Jun?, Liu CUN XIANG?, LIN Tu GAN?

Abstract. The interaction theory of the electromagnetic brake and hydraulic booster fric-
tional brake is analyzed, and structure of vehicle brake mechanism which can be produced the brak-
ing torque by the electromagnetic brake and frictional brake, is illustrated. The electromagnetic
brake and hydraulic brake can be controlled more flexibly. The problem that the electromagnetic
braking torque is too small and difficult to control braking energy diversion can be solved effec-
tively, which provides the conditions for commercial marketing of the electromagnetic-hydraulic
composite brake. According to some references, braking torque of the electromagnetic-hydraulic
composite brake is proposed. The simulation results show that the torque value is related to the
material and current in the field coil, etc. The torque value obtained from the proposed equation
approaches the value obtained from simulation.

Key words. Electromagnetic-hydraulic composite brake, electromagnetic importing, design.

1. Introduction

At present, the braking system of passenger car mainly depends on the friction
braking powered by hydraulic system. However, with the continuous improvement of
engine power and vehicle speed, many problems of hydraulic braking system appear
that may be divided into several categories. For example, powder brought about by
friction causes pollution of environment, increased wear of hydraulic system leads
to higher maintenance costs and, heat fade and thermal failure of hydraulic braking
system is an important reason to vehicle accident.

IThis work is supported by the national natural science foundation of Guangxi China
(2014GXNSFBA118262), Transportation science project of Guangxi Chinam(2013-100) and Trans-
portation science project of Guangxi China(2015-261-8).

2Department of Automobile Engineering, Guangxi Communication Vocational & Technical In-
stitute, Nanning, 530023, China
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In order to overcome the above problems of the traditional hydraulic braking
system, electromagnetic-hydraulic composite braking system becomes a new research
direction. One of the issues to be solved is technical and is connected with reaching
a sufficiently high electromagnetic braking torque: this requires a large coil and the
space around the braked wheel is too narrow to install there such a coil.

Meanwhile, the front wheels and the electromagnetic-hydraulic composite brake
mechanism must be able to move together with the wheel hub. Scholars in China
and abroad just basically study the theory of electromagnetic-hydraulic composite
brake [1-4], but some problem such as how to design the structure of the composite
braking system and how to mount the composite brake on the vehicle are not solved
yet. So, after the technology is developed and used in practice, the paper provides
a new possibility how to bring magnetic field to vehicle wheels. The task is ana-
lyzed theoretically and the results may contribute to successful solution of connected
practical problems.

2. Structure and function of electromagnetic-hydraulic
composite brake system

In view of the difficulties with installing larger field coil into a narrow space on the
wheel, this paper offers an electromagnetic-hydraulic composite brake system based
on electromagnetic importing method. Due to different material requirements of
electromagnetic braking system and hydraulic braking system, the electromagnetic-
hydraulic composite braking system is designed as a dual disc brake. A catheter
of high magnetic permeability with low residual magnetism and coercive force is
applied to transfer magnetic flux of high density from the field coil to the braking
disc.

The aim of technical scheme of the electromagnetic-hydraulic composite brake
system is to improve the existing passenger car wheel hub and lengthen the brake
disc, thus to ensure that it can be mounted without problems. Another aim is
that the electromagnetic brake friction plate with bolt holes, wheel, brake disc and
electromagnetic friction brake disc fastening must rotate together with the wheels,
which must be realized by the steering wheel via relative rotation of the bearing
section.

The basic structure of the electromagnetic - hydraulic composite brake is shown
in Fig. 1.

3. Description and theory of electromagnetic-hydraulic
composite brake

As shown in Fig. 1, when the vehicle brakes, according to the intensity of braking,
the control unit of the braking system starts supplying appropriate current to the
field coil 17. The magnetic flux generated by the coil passes through the core 18, pole
16 and catheter 15 into the the electromagnetic guide block 14. Each coil has two
electromagnetic guide block, corresponding to the N and S magnetic poles (shown in
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Fig. 1. Structure of electromagnetic-hydraulic composite brake: 1-hub, 2—wheel
hub bearings, 3—friction brake disc, 4-wheel rim, 5—piston, 6-brake block
assembly, 7—wheel cylinders, 8—guide support pin, 9—wheel plate, 10—clamp
bracket, 11-inlet of wheel cylinder, 12—electromagnetic brake disc, 13-steering
knuckle, 14—electromagnetic guide block, 15—electromagnetic catheter,
16-magnetic pole, 17-field coil, 18—iron core, 19-guide vane

Fig.2). The block 14 and electromagnetic brake disc 12 is very close to one another
(typically 1 mm). As the electromagnetic brake disc rotates, it will cut the force lines
leading from the N-pole of the electromagnetic guide block to the S-pole, which leads
to generation of eddy currents of rotational origin that produce the braking torque.

As the electromagnetic brake works, the oil from the brake master cylinder will
pass through the oil inlet of the wheel cylinder 11 into the wheel cylinder 7. The
cylinder pushes the piston 5 and the brake block assembly 6 starts moving towards
the center of the brake pad assembly under the guide of the guide support pin 8.
This leads to clamping friction brake disc 3 tightly and achieving the effect of the
friction brake.

As shown in Fig. 3, the electromagnetic brake disc closed to the side of the friction
braking mechanism is processed with guide vanes 19. The vanes can dissipate the
heat generated by the electromagnetic brake. At the same time, the guide vane can
also cool the friction brake mechanism. In order to improve vehicle’s braking torque
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Fig. 2. Arrangement of steering knuckle electromagnetic guide block

at low speed, a copper plate of a certain thickness is installed at the electromagnetic
brake disc side.

Fig. 3. Structure of electromagnetic brake disc

Figures 4 and 5 show other important parts of the composite brake.

Fig. 4. Steering knuckle of composite brake

The flexible catheter (15) allows the electromagnetic brake disc and field coil to
produce relative motion, which does not affect the transmission of the electromag-
netic field.
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Fig. 5. Wheels hub of composite brake

4. Mathematical model of electromagnetic part of
electromagnetic-hydraulic composite brake

Generally, any eddy current disc brake consists of a source of magnetic flux (pro-
duced by permanent magnet or, in our case, by electromagnet) and a well electrically
conductive disc. The disc driven by an external source of mechanical energy rotates
at an angular velocity w is located very close to the magnetic poles.

The mathematical model of the electromagnetic part of the composite brake may
generally be described by the following system of equations:

1. The first equation

OB
VxE=——r (1)

expresses that electric field strength is produced in the electrically conductive
disc moving in a time variable magnetic field of magnetic flux density B.

2. The occurrence of electric field E in the rotating disc causes currents in the
disc whose density J is described by equation

J=0oFE, (2)
o denoting the electric conductivity.

3. Relation between magnetic field strength H and produced current density J
is generally given by the equation

oD

but the displacement currents of density 0D /0t do not play any role here and
may be neglected.

4. The relation between the field vectors J= and H can be expressed as

B = MO,U/rHa (4)
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where 119 = 4710~7 H/m is the magnetic permeability of vacuum and y, is the
relative permeability.

5. The volumetric force f acting in the disc is given (provided that the disc is
non-ferromagnetic) by the relation

f=JxB. (5)

6. Finally, the corresponding volumetric torque ¢ is
t=rxf=rx(JxB) (6)
and acts against the rotation of the disc, thus decelerating it.

In our case the distribution of magnetic field in the system will be solved in terms
of magnetic vector potential defined by the equation

B =curl A (7)
normalized by the Coulomb condition
div A=0. (8)

and aalso electric potential ¢
The electric field strength E in the investigated domain containing the whole
system generally consists of three terms

E:fgradcpf%+vXB:fgradcpf%+vxcur1A, (9)
ot ot
where the first term denotes the component coming from the external source, the
second term is produced by time variations of magnetic fields and the third term
(existing only in the disc) is produced by its rotation. Symbol v denotes the velocity.
After inserting the above equation into (7), using of simplified equation (3) and
(4) provides

A
curl (g 'ewrl A) =~ [—grad ¢ — %—t +ovxcurl Af . (10)

which represents the general equation describing the field in the system consisting
of the electromagnet (containing the field coil, magnetic circuit, catheter and poles)
and disc.

This equation contains, however, two unknowns: A and ¢, which means that
another, supplementary, equation has to be added. This equation is represented by
the zero divergence of the current density at any point of the system, i.e.

div J = div <’y [—grad ©— % + v x curl A}) =0. (11)
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Both equations must be supplemented with correct boundary condition along a
sufficiently distant boundary. The condition for the magnetic vector potential is of
the Dirichlet type, the condition for the electric vector potential is of the Neumann

type.

In the rotating disc itself, the source currents are zero, so that the field may be
described just by the equation containing only the magnetic vector potential in the
form

0A
curl (p'eurl A) =~ o +vxcurl A . (12)

and in case that the disc is nonferromagnetic and magnetic field does not vary in
time, there holds
curl (curl A) = poy[v x curl 4], (13)

and after using identity
curl (curl A) =grad div A — AA=-AA
with respect to the Coulomb condition (8) we finally have
AA+ poy[v x curl A]=0. (14)
Particular steps of the general solution include:

1. Computation of the time-dependent distributions of potential A and ¢ using
(10) and (11).

2. Computation of the time-dependent distribution of magnetic flux density in
the disc using (7) and computation of time-dependent distribution of density
of induced eddy currents (J = yv x B).

3. Computation of the time-dependent distribution of the volumetric forces f in
the radial cross-section in the disc using (5).

4. Computation of the time-dependent distribution of the volumetric torques ¢
in the radial cross-section in the disc using (6).

5. Computation of the total drag torque using the formula

T:/thV, (15)

where V' is the volume of the rotating disc.

5. Simulation results

As the general 3D model of the braking system is rather complicated to solve, we
decided to use a simplified 2D computational arrangement. The model was solved
by the code Ansoft Maxwell 2D 10.0.
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First, it is necessary to initialize the construct environment, and create a new
project name through PROJECTS control in the software. Although the Maxwell
software can construct model diagram using its own modeler, it is easier to apply
AutoCAD software to build an electromagnetic - hydraulic composite brake model.
Through Maxwell module TRANSLATOR controls, the AutoCAD DXF files are
transformed into SM document format that Maxwell software can identify.

The principal parameters of the electromagnetic-hydraulic composite brake are:

e The distance r,, from the center of the brake disc to the center of the electro-
magnetic coil is 0.08,m.

e The thickness of brake disc is 8 mm.

e The distance from the center of the electromagnetic guide block to the center
of the electromagnetic brake disc is 2 mm.

e The field coil of the electromagnetic brake is made of copper.
e The brake disc is also of copper.

e The material of the electromagnetic guide block and electromagnetic catheter
is NdFe35.

e The properties of soft magnetic material are nonlinear.
e The material of background is air.
e The number of turns of the field coil is 4000.

The simulation results are shown in Figs. 6-9. Figure 6 shows the discretization
mesh covering the electromagnetic-hydraulic composite brake. Figure 7 shows the
distribution of magnetic field in the system for field current 15 A. In this case, the
maximum value of magnetic flux density B is 0.7 T (current density J being 8.78 x
10% A /em?). According to the simpler formula (20), the braking torque of the brake
Ty, = 1780.61 N m, while code Ansoft Maxwell provides the force acting on the brake
disc Fys = 1780.61 N, so that the simulated torque T, = 142.45 Nm.

Figure 8 shows an analogous magnetic field distribution for field current 20 A.
Now the maximum B is 0.93 T (current density J being 1.24 x 10* A /em?), which
is more larger than in the previous case. According to (20), the braking torque of
the electromagnetic-hydraulic composite brake disc T}, = 239.72 N,. Ansoft Maxwell
provides the force acting on the brake disc Fps = 3165.5 N so the simulated torque
Ths = 253.24 Nm.

For comparison, Fig.9 shows the distribution of magnetic flux density also for
field current 20 A, but now the brake disc is made of iron. In this case, the maximum
value of B is 0.67 T, which is substantially smaller than maximum value of B in Fig. 8.
This suggests that the ideal material for the brake disc is cooper.

Figure 10, shows the dependence of brake torque on the field current. From It is
clear that the torque grows with increasing torque. Moreover, the torque calculated
from simulation is somewhat higher than the torque determined from the simpler
formula (20), but the difference does not extend about 13 % (for field current 10 A).
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Fig. 6. Discretization mesh
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Fig. 7. Magnetic flux density distribution for current I = 15 A, disc made of copper

6. Conclusion

As the double-disc brakes use different materials, friction brake and electromag-
netic brake can exhibit their particular advantages. The electromagnetic-hydraulic
composite brake reduces the wear of the brake system, maintenance costs, danger of
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Fig. 8. Magnetic flux density distribution for current I = 20 A, disc made of copper
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Fig. 9. Magnetic flux density distribution for current I = 20 A, disc made of iron

the car’s thermal failure, rate of water aging and, moreover, it increases security of
the braking system.

Thus, overcoming the shortcomings of the existing hydraulic braking systems
using the hydraulic system and non-contact electromagnetic brake system made of
composite represents the present direction of development of the braking systems.

Based on the mathematical model, the braking torque of the electromagnetic
- hydraulic composite brake is calculated. The computations are carried out by
applying the software Ansoft Maxwell 2D/3D. The results show that the torque
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Fig. 10. Torque versus applied field current

grows as the current increases, and the torque value obtained from (20) approaches
the value obtained from simulation.
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Cement concrete composites on the
basis of by-passed stone and stone
milling wastes'

SAID-ALVI YU. MURTAZAEV?, DENA
K.-S. BATAYEV?, MAGOMED S. SAIDUMOV*, MADINA
SH. SALAMANOVA*, SALAMBEK A.ALIEV*

Abstract. The analysis of an environmental situation of the region and results of research
of the specified wastes for the purpose of their use in cement concrete production engineering,
expansion of a raw-material base and upgrading of road surfacing on their basis is presented. The
history of processes of structuring in the course of aging of a low-slump concrete mix with use of
the compounded binding materials and a waste of crushing of a demolished concrete and rocks
is founded. Character of distribution of pores by the sizes of a cement stone of compounded
binding materials on the basis of a waste of sawing stones is revealed. Influence of the modified
fine aggregate from screenings of crushing of a demolished concrete and rocks and micro-aggregates
on structure formation and the basic physical-mechanical properties of the pressed concretes for
construction of cement concrete pavements is also revealed.

Key words. By-products, by-passed stones, secondary fine aggregate, floured filler, com-
pounded binding materials, pressed concretes, concrete strength, environmental safety.

1. Introduction

One of the basic criteria of a country development level is the condition of its
street and road network. Now road pavements in Russia by their overall considerably
drop behind the world level. Besides, on many roads volume of traffic for this class
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of road has increased almost in 3 times in comparison with the proof load which has
been stipulated at their designing [1, 2].

The most promising solution of the problem according to Transport strategy of
the Russian Federation for the period till 2020 is construction of road surfacing of
a rigid type with use of cement concrete composites [3| that implies a significant
increase in the volume of work. For this purpose the road-building industry should
have a necessary raw-material base for production of cement concretes for arrange-
ment of such pavements. The basic preconditions for production of effective road
cement concretes are decrease in a water demand of designed compositions, raise
in reactivity of binding materials with simultaneous reduction of its discharge, and
also decrease in cost of produced concrete [4]. Therefore, application of especially
low-slump concrete mixes with the reduced charge of cement in comparison with
traditional compositions, and wide use of by-products and the compounded binding
materials on their basis appear the most expedient.

Effective direction of use of industrial wastes for the solution of a problem of
expansion of a raw-material base of the building industry is their complex use with
provision of physical and service characteristics required for road surfacing [5-7].

2. Raw materials for cement concrete composites and
research procedures

The methods applied in the course of carrying out researches within the frame-
works of the study are based on known postulates of the theory of clinker minerals
solidification with fillers of various composition, in particular, with by-passed stones
and stone millings, mathematical logic, technology of composite materials, the the-
ory of production processes and production automation and control. Researches
were carried out taking into account state standards and recommendations.

Both macro and microscopic structures of concrete composites and chemical com-
position of a feed stock were studied by means of a power dispersion spectrometer
(PDS) and raster electron microscope Quanta 3D 200i with integrated microanaly-
sis system Genesis Apex 2 EDS from EDAX. Spectra processing was performed by
means of software EDAXTEAM.

3. Secondary filler surface modifying with use of cation-active
additive ADMAX

It was noted in proceedings of Pecheny that use of pulverous fraction in concretes
reduces hardness of a contact area between filler and a cement stone due to a low
adhesive bond between them. At the same time Bazhenov and Shishkin have carried
out the researches which have proved that dust particles do not render influence on
concrete strength if they are not mechanically connected with a filler surface and
even raise it upon introduction of appropriate chemical additives.

Researches of influence of modified cation-active additive ADMAX included in
a filler on structure formation processes and properties of the pressed fine concrete
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have found that in the course of processing the filler by cation-active surface active
agent selective-oriented adsorption of its macro molecules is observed. Upon that,
the polar terminal group of molecules is positively charged, and therefore in various
media (neutral or alkaline) it is pulled to negatively charged surface of silicon dioxide.
Simultaneously, hydrophobic hydrocarbon chains of molecules are aimed to be freed
from a fluid phase and to join to each other forming the adsorptive monomolecular
layer in the investigated medium whereby the surface becomes hydrophobic. These
processes of adsorption provide the raised wetting and the best permeation of cement
suspension in a micro relief of filler grains creating upon that the most favorable con-
ditions for formation of the adhesive contact with the increased hardness. It is found
that use of a filler modified with ADMAX improves compactness of an agglutinant
sand, changes behavior of opened porosity and raises strength characteristics of the
concrete (see Table 1).

Table 1. Influence of cation-active additives to properties of pressed cement concretes

Concrete Stripping Compaction | Medium | Water Compression | Opened
additive strength factor density absorption | strength porosity
name, (MPa) Ecomp (kg/m3) | (%w/w) Rcs (MPa) (%)
content (%)

ADMAX, 0.96 1.77 2312 2.51 55.8 7.6

0.1 %

Without the | 0.84 1.71 2283 4.23 42.9 11.2
additive

Besides, formation of an even number of modificator layers on a filler grain sur-
face, as a rule, does not result in reaching the desirable results because the essential
gain of compression strength R.s is not observed thus. The maximum positive ef-
fect is observed upon introduction of surface active agent on a filler surface by odd
quantity of layers, namely, 5 layers especially in researches within the frameworks of
the present study (see Table 2).

4. Structure and properties of cement concrete composites
with the modified filler

Studying of the pressed fine concrete structure with use of the filler which is
superficially processed by the cation-active additive ADMAX was made by a method
of radiography analysis and a raster electron microscopy (Figs. 1 and 2). It was found
that use of the modified filler in the course of hydration of clinker minerals promotes
synthesis of fine-crystalline new growths of low-base calcium hydro silicates.

X-ray analysis researches have shown that the microscopic structure of a cement
stone in 28-day age (Fig.2a, zoom x5000) samples without additives is presented
by loosened matrix, there are no new growths with the expressed habitus of crystals.
The microscopic structure of samples on the basis of the modified filler (Fig.2b) is
mainly presented in the same age by a dense mass and a fine-grained phase, and
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crystal hydrate which is a basic component of its microscopic structure is presented
by the needle-shaped form. In such structures crystals of fibrous, needle-shaped and
prismatic forms predominate to more extent. Formation of homogeneous structure
due to effective intergrowth of hydro silicates in the entire matrix of solidifying
system of a composite is observed.

Table 2. Key properties and hardness of the pressed cement concrete depending on a surface
treatment type

Quantity of ADMAX | Water ‘Water- Compression
No. .
monomolecular | concen- demand cement ratio strength
layers tration (%) at equal Rcs (MPa)
ADMAX on a (%) place ability
filler surface parameters 7 days 28 days
1 10-2, 4.4 0.32 25.4 45.8
mixing
with
water
2 8 1-1071 4.1 0.30 22.1 32.2
3 7 7-1072 4.0 0.30 25.2 42.9
4 6 51072 3.8 0.29 25.6 43.7
5 5 11072 3.5 0.27 29.1 49.8
6 4 51073 4.2 0.29 25.7 44.1
7 3 3-1073 4.5 0.30 25.1 45.8
8 2 1-10-3 5.2 0.32 22.8 40.1
9 1 6-10~4 5.2 0.33 21.7 379
10 5.2 0.34 21.3 37.4

Structural particles (scales and plates) of low-base calcium hydro silicate pene-
trate into space between parts of the binding material that provides raise of hardness
of a solidifying colloid system.

Besides, one instance of development of new highly effective technology for pro-
duction of multicomponent compositions for construction of cement concrete pave-
ments is mechanochemical activation of binding materials which allows synergisti-
cally to improve properties of components of the complex binding material with the
highest filling level: hardness of cement increases by 2—-3 grades, and the plasticizing
effect of an organic component and the modifying additive increases approximately
twice. Therefore the task in view in the study for production of the effective com-
positions intended for cement concrete pavements with improved properties is to
develop the formula of cement concrete mixes with use of a secondary material for
a road making.

Thus, filled binding materials (FBM) are received with filler from a waste of
sawing of stones (see Table 3). A Portland cement TSEM I 42, 5 H is used in the
capacity of a binding material in the course of their production.
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Fig. 1. Roentgenograms of contact areas of cement stone on the basis of modified
fillers (1) and usual fillers (2)

Fig. 2. Photomicrogram of contact area of usual (a) and modified (b) filler and
cement stone (zoom x5000)

Table 3. Formula of filled binding material on the basis of a waste of sawing of stones

Type of the | Quantity of | Filler level | Quantity of | FBM spe- | Compressive
filled bind- | cement (%) | (%) the additive | cific surface | strength
ing material "Bio-NM" (m?/kg) (MPa)

(% of FBM

mass)
IA85 85 15 2 558 75.3
TA70 70 30 2 578 69.8
TA55 55 45 2 599 45.2

As is known, the main precondition for production of qualitative concretes is
decrease of a water-cement ratio of a concrete mix and raise of binding material
reactivity. From this point of view it is considered that the most actual directions
use filled binding materials with fineness of grinding to 600 m? /kg. Such approaches
to formula designing allow composites to receive with high density and to upgrade
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a cement stone due to raise of cement hydration extent together with the filler and
to provide a necessary reserve of anhydrate cement particles for embedment of the
defects originating under the influence of various external factors.

Results of the comparative analysis of particle-size compositions of offered filled
binding materials HB55 and HB70 with a floured filler produced from the waste of
sawing of stones with specific area SSP = 549-599 m? /kg (see Table 4) have revealed
essential difference in their granulometry.

Table 4. Particle diameters D (pm) falling into various fractions

Fraction 1 2 3 4 5 6 7 8 9 10
0.20 | 0.25 | 0.30 | 0.36 | 0.44 | 0.49 | 0.58 | 0.75 | 0.90 | 1.03
0.25 | 0.30 | 0.36 | 0.44 | 049 | 0.58 | 0.75 | 0.90 | 1.05 | 1.31
Fraction 11 12 13 14 15 16 17 18 19 20
1.31 | 1.50 | 1.80 | 2.21 | 2.61 | 3.22 | 3.81 | 4.53 | 5.46 | 6.54
1.50 | 1.80 | 2.21 | 2.61 | 3.22 | 3.81 | 4.53 | 5.46 | 6.54 | 7.83
Fraction 21 22 23 24 25 26 27 28 29 30
7.83 | 942 | 114 | 14.1 | 159 | 20.2 | 24.8 | 28.2 | 34.5 | 41.5
942 | 114 | 14.1 | 159 | 20.2 | 24.8 | 28.2 | 34.5 | 41.5 | 49.9
Fraction 31 32 33 34 35 36 37 38 39 40
499 | 589 | 70.2 | 84.6 | 100 125 150 175 210 260
58.9 | 70.2 | 84.6 | 100 125 150 175 210 260 300

D (pm) from-to

D (um) from-to

D (pm) from-to

D (pm) from-to

Material HB55 has the quantitative content of more fine fractions that increase
in the specified interval. The screening curve for HB70 is located in the interval
of larger fractions. Thus, content of more fine fractions in HB55 is higher than in
HB70. Such difference in granulometric properties upon equal specific surface of
particles is caused by the fact that the filler presence promotes finer milling of the
binding material.

Hence, it is necessary not only to increase the value of specific surface of the
binding material, but also to be aimed to provide rational grain-growing composition
by application of fillers of a various origin.

Electron microscope investigations founded more consistent character of the ce-
ment stone for samples with HB55 with specific surface of 599 m? /kg (Fig.3b) in
comparison with a cement stone made from usual Portland cement (Fig. 3a).

The structure of samples with HB55 represents a close packing of clinker grains
in a cement stone that is caused by presence of the thinnest films of water between
grains and the secured formation in the constrained volume of enough quantity of
low-base calcium hydro silicates. Selective point distribution of a surface active agent
on cement grains (Fig.3d) is noted. Therefore, the charge of the additive "Bio-NM"
upon production of the filled binding material makes a small share from a total
surface of cement grains. Among the factors influencing structure formation and
properties of both newly compressed mixes, and matured concretes it is possible to
select the main ones: the water content, compacting pressure, charge of the binding
material, conditions of preparation and subsequent concreting of a composite. Water
content influence in moldable mixes on properties of concretes was studied on the
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samples obtained with use of a filler made from screening of crushed materials in the
Argunsky quarry and HB70. Pressing of samples was carried out at pressure about
30 MPa which have been tested at the age of 28 days (see Table 5).

By the conducted researches it is proved that the concretes made from sand with
the water content 6.5 % (Fig.4) have the greatest strength and therefore, further
properties were investigated for concretes with this initial water content.

Studying of influence of the binding materials charge and compacting pressure
on properties of investigated cement concretes (Fig.5) was carried out with use of
sands made on the basis of screening of rubble crushing in Argunsky quarry with the
charge of binding materials 20-35 % from mass of the prepared mix and the initial
water content in a mix of 6.5 %. Samples were pressed within the interval of pressure
20-50 MPa, and then stored in normal conditions for 28 days.

Raise of the cement charge promotes increase in physical-mechanical character-
istics of green composites. At the same time the increase in the charge of cement at
25 % and more does not result in a notable gain of concrete strengths (see Table 6).

Fig. 3.
Photomicrography of a cement stone made from portland cement
(a, c—zoom x5000) and the binding material HB55 (b, d—zoom x10000)

The increase in compacting pressure more than 30 MPa makes insignificant im-
pact on properties both newly compacted, and green composites (see Table 7), there-
fore, in the further research there was accepted compacting pressure 30 MPa as the
most effective (see Figs. 4-5).

So, possibility of cement concrete composites manufacturing on the basis of a
secondary material made from by-passed stones is proved. Influence of a type and
grain-growing composition of a filler to cement concrete properties is investigated.
Influence of filler made from a waste of sawing of stones on processes of structure
formation and physical-mechanical properties of a green composite is studied.
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Table 5. Properties of cement concretes depending on initial water content in a sand

No. Initial wa- | Compaction Medium Medium den- | Compressing
ter content | factor kcomp density of a | sity of cement | strength
(%) from concrete mix | concrete (MPa)
mass of dry (kg/m?3) (kg/m3)
components
1 5.5 1.52 2302 2276 51.1
2 6.5 1.73 2328 2294 56.0
3 7.5 1.81 2316 2288 55.1
4 8.5 1.84 2294 2264 52.0
5 9.5 1.87 2272 2252 50.7

Compressing strength (MPa)

W

6.5

Water content (%) 75 30

85 0 Compacting pressure (MPa)

9.5
- 42-44 w 4446 w 4048 w 48-50 w 50-52 w 52-54 w 5456w 56-38

Fig. 4. Dependence of hardness pressed cement concrete from the initial water
content and compacting pressure

To forecast strength of cement concretes with use of the modified filler and ap-
plication of a floured micro filler made from a waste of sawing of stones researches
with use of the mathematical experiment design apparatus were carried out. In
the capacity of variables there have been selected water-to-binding material relation
(W:BM) from 0.20 to 0.40; a type of a compounded binding material and a rela-
tionship between quantity of screenings after crushing (CS) and the compounded
binding material in concrete (CS:BM) from 2:1 to 4:1.

For the investigated compositions of concretes with the charge of binding mate-
rials 435-585 kg/m?3 without additives, compression strength at the age of 28 days
varied within the range of 34.2-42.3 MPa. Analogous compositions with applica-
tion of the filler modified by ADMAX have compression strength 46.6-61.4 MPa
and a prism strength 40.8-54.0 MPa. So, use of the filler processed by the cation-
active additive ADMAX in the proposed effective compositions allows compression

**% March 10, 2017 ***



CEMENT CONCRETE COMPOSITES

335

strength and a prism strength to raise approximately by 20-30 %. Values of static
and dynamic elastic moduli have also increased.

Table 6. Influence of the binding material content in a sand on properties of cement concrete

composites

No. Relative con- | Medium den- | Medium den- | Compressing
tent of binding | sity of a | sity of the | strength (MPa)
materials in a | concrete mix | cement con-
sand (%) (kg/m3) crete (kg/m3)

1 20 2232 2223 50.2

2 25 2323 2294 56.0

3 30 2345 2312 57.6

4 35 2354 2325 59.2

Table 7. Influence of compacting pressure on properties of cement concretes

No. Compacting Compaction Medium den- | Medium den- | Compressing
pressure (MPa) | factor kcomp sity of a | sity of ce- | strength (MPa)

concrete mix ment concrete
(kg/m?) (kg/m?)

1 20 1.56 2245 2215 48.9

2 30 1.77 2330 2294 56.0

3 40 1.82 2350 2320 57.0

4 50 1.83 2360 2325 53.2

5. Conclusion

We developed and investigated cement concrete construction composites with
complex utilization of by-passed stone and stone milling waste.

It was proved that compounded binding materials with filler from a waste of
sawing of stones, which are partially amorphized in the course of milling, in the case
of their hydration rate up a formation process of clinker mineral scatting as subcase
upon obtaining of new growths and promoting binding of a lime hydrate in insoluble
calcium hydro-silicates with fine-crystalline structure and various basicity factors.

The character of distribution of pores depending on the sizes of cement stone of
compounded binding materials on the basis of stone sawing wastes is revealed. The
grain size curve for particles of the compounded binding material made from stone
sawing wastes has more intermittent character due to the polymineral composition
which intensifies milling that has a positive impact on formation of a microscopic
structure of a cement stone owing to more consistent spatial arrangement of particles
and, therefore, production of stronger cement stone. Influence of the modified fine
aggregate made from screenings of a demolished concrete and rocks crushing and
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micro fillers on structure formation and the basic physical-mechanical properties of
the pressed concretes for construction of cement concrete pavements is revealed.

Compressing strength (MPa)
o

+ “ 3 Compacting
20 ! pressure (MPa)
25 ’

2
Binding material charge (%) 30 '

35

Wi44-46 W 4048 W 4850 W 50-52 W 52-54 W 5456 M 5658 W 58-60

Fig. 5. Dependence of strength of pressed cement concretion the binding material
charge
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